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1. Introduction

Clay minerals present a specific challenge for understanding their structure and 
properties from an atomistic perspective. Typical micron-scale size of clay crystals in 
combination with the stacking disorder of their individual platelets pose technical 
limits to our ability to fully evaluate atomic positions and crystal structures of these 
materials. Unless relatively large and perfectly ordered single crystals are available, 
standard X-ray diffraction techniques are not usually capable of providing full atomic 
details of clay minerals. Low crystal symmetry of clays, their greatly diverse chemical 
compositions, atomic defects and isomorphic substitutions, layer stacking disorder, 
variable water content and interlayer ionic composition – all these and many other 
related issues significantly complicate atomic scale characterization and understand-
ing of clays and their aqueous interfaces (e.g., Bergaya et al., 2006). At the same time, 
the methods of atomistic computational modeling of materials have already become 
mature enough to serve as a powerful complementary tool for quantitative evalua-
tion of the structure and properties of clays and other clay-related materials.
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The methods of computational atomistic modeling of materials had been initially 
developed in the mid-1950s and for a long time remained a research area for purely 
theoretical chemical physics and physical chemistry dealing with rather abstract and 
very simplified models of solids and liquids (Allen and Tildesley, 2017; Frenkel and 
Smit, 2002). Because of the very limited computational power available at the time, 
it took almost twenty years before these approaches were first applied to realistic 
molecular systems, even as simple as water (Berensen et al., 1981, 1987; Kalinichev, 
2001). And it took another twenty years of computer hardware and software ad-
vances before these methods were started to be cautiously applied for the modeling 
of complex materials with more realistic atomic structure and composition, impor-
tant for practical applications, such as clays (Delville, 1991; Skipper et al., 1991, 
1995a, 1995b). 

However, over the last twenty years the clay-minerals community is gradually ap-
preciating the value of the quantitative insights provided by atomistic computational 
modeling approaches. These techniques not only help to develop and test crystal-
lographic models of clay structures, but also provide critical insights into under-
standing the fundamental mechanisms that control many physical and chemical 
properties of clay minerals and clay-related thermodynamic, kinetic, and reactive 
processes. Atomistic computer simulations can now help in the detailed quantitative 
interpretation of the data obtained by various experimental techniques – IR, Raman, 
NMR, Brillouin spectroscopies, X-ray and neutron diffraction, mass spectrometry, 
etc. (Ferrage et al., 2011; Kirkpatrick et al., 2015; Marry and Rotenberg, 2015; 
Kalinichev et al., 2016; Szczerba et al., 2016a,b; Kraevsky et al., 2020). In turn, this 
new experimental knowledge provides a valuable feedback for building better and 
more accurate atomistic models of clay-related materials and processes.

To a significant extent, this progress was stimulated by the development of a simple 
and robust ClayFF force field (Cygan et al., 2004) – a specific set of parameters that 
empirically describes interatomic interactions within the clay mineral structure and 
with various molecules and ions at their aqueous or non-aqueous interfaces. This 
Chapter provides a brief introduction to the theoretical concepts on which the tech-
niques of atomistic computer simulations of materials are based in general, describes 
the functionality of ClayFF, and then illustrates the application of ClayFF in the 
atomistic simulations of several clay-related problems. 
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2. Basic approaches to classical atomistic modeling of materials

The so-called classical methods of atomistic simulations can be roughly sub-divided 
into two groups: deterministic and stochastic. These are, respectively, the methods 
of molecular dynamics (MD) and Monte Carlo (MC). In both cases the simulations 
are typically performed for a relatively small number of interacting particles (atoms, 
ions, and/or molecules; 1,000 < N < 1,000,000) confined in a box with periodic 
boundaries also called the simulation cell. An example of such simulation cells for 
modeling a swelling clay structure and a clay-water interface are schematically shown 
in Figure 1. Atomistic simulations generate a large number of instantaneous atomic 
configurations, and this microscopic information on the positions and velocities of 
all atoms of the simulated system over certain period of time can be directly trans-
formed into many useful thermodynamic, structural, and transport properties of 
this system with the help of rigorous relationships of statistical mechanics (McQuar-
rie, 2000; Frenkel and Smit, 2002; Allen and Tildesley, 2017). In most cases, the 
principal requirement for the validity of the statistical-mechanical formalism is the 
assurance that our system is in the state of thermodynamic equilibrium in the mac-
roscopic sense, even though in the microscopic sense all atoms in the system are in 
permanent thermal motion.

Figure 1. Left: A periodic model of a smectite structure. Right: General scheme of a typical simulation 
cell for atomistic modeling of clay interfaces with aqueous solutions.
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2.1 Molecular dynamics simulations

In MD simulations, the classical Newtonian equations of motion are numerically in-
tegrated for all N interacting particles in the simulation box. The size of the time step 
for integration depends on a number of factors, including temperature and density, 
masses of the particles and the nature of the interparticle potential, and the general 
numeric stability of the integration algorithm. In the MD simulations of aqueous 
systems, the time step is typically of the order of femtoseconds (10–15 s), and the 
dynamic trajectories of the molecules are usually followed (after a thermodynamic 
pre-equilibration) for 105 to 107 steps, depending on the properties of interest and 
the size of the system. 

The resulting knowledge of the dynamic trajectories for each of the particles (i.e. par-
ticle positions, velocities, as well as orientations and angular velocities if molecules 
are involved) means a complete description of the system in a classical mechanical 
sense. The thermodynamic properties of the system can then be calculated from the 
corresponding time averages along the equilibrium MD trajectory. For example, the 
temperature is related to the average value of the kinetic energy of all molecules in 
the system:

T = 2
3NkB

miv i
2

2i=1

N

∑
(1)

where kB is the Boltzmann constant, mi and vi are the masses and the velocities of 
the particles in the system, respectively, and the angular brackets denote the time-
averaging along the equilibrium dynamic trajectory of the system.

Pressure can be calculated from the virial theorem (McQuarrie, 2000):
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NkBT
V
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N

∑
(2)

where V is the volume of the simulation box and (ri·Fi) means the scalar product of 
the position and the force vectors of particle i. 

The heat capacity of the system can be calculated from temperature fluctuations:

CV = R 2
3
− N
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2
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⎞

⎠
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(3)

where R is the gas constant. In the Equations (1)-(3), the angular brackets denote time-
averaging along the dynamic trajectory of the system.
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Molecular dynamics simulations may be performed under a variety of conditions 
and constraints, corresponding to different ensembles in statistical mechanics. Most 
commonly the microcanonical (NVE) ensemble is used, i.e., the number of particles, 
the volume, and the total energy of the system remain constant during the simula-
tion. The relationships (1)-(3) are valid for this case. There are several modifications 
of the MD algorithm, allowing one to carry out simulations in the canonical (NVT) 
or isothermal-isobaric (NPT) ensembles. Relationships similar to Equations (1)-(3) 
and many others can be systematically derived for these ensembles, as well (Frenkel 
and Smit, 2002; Allen and Tildesley, 2017).

2.2 Monte Carlo simulations

In MC simulations, a large number of particle configurations are generated on a 
computer using a random number generator by the following scheme, assuring that 
all of them belong to the same thermodynamic equilibrium state of the model sys-
tem. Starting from a given (almost arbitrary) configuration, a trial move of a ran-
domly chosen particle to a new position is attempted. The potential energy dif-
ference, ΔU, associated with this move is then calculated, and if ΔU < 0, the new 
configuration is unconditionally accepted. However, if ΔU > 0, the new configura-
tion is not automatically rejected. Instead, the Boltzmann factor exp(-ΔU/kBT) is 
calculated and compared with a randomly chosen number between 0.0 and 1.0. The 
new configuration is accepted if the Boltzmann factor is larger than this number, 
and rejected otherwise. In other words, the trial configuration is accepted with the 
following probability: 

p =
1, ΔU ≤ 0;

exp −ΔU
kBT

⎛

⎝⎜
⎞

⎠⎟
, ΔU > 0.

⎧

⎨
⎪⎪

⎩
⎪
⎪ (4)

Reiteration of such a procedure gives a Markov chain of molecular configurations 
distributed in the phase space of the system, with the probability density propor-
tional to the Boltzmann weight factor corresponding to the canonical NVT statistical 
ensemble (Frenkel and Smit, 2002; Allen and Tildesley, 2017).

Typically, many millions of configurations are generated after some pre-equilibration 
stage of about the same length. The thermodynamic properties of the system can 
then be calculated as the averages over the ensemble of configurations. The equiva-
lence of ensemble-averages and time-averages, the so-called ergodic hypothesis, consti-
tutes the basis of statistical mechanics (e.g., McQuarrie, 2020).

The advantage of the MC method is that it can be more readily adapted to the cal-
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culations of averages in any statistical ensemble (Frenkel and Smit, 2002; Allen and 
Tildesley, 2017). Thus, to perform simulations in the NPT ensemble, one can intro-
duce volume-changing moves. All intermolecular distances are then scaled to a new 
box size. The acceptance criterion is then also changed accordingly. Instead of the 
energy difference ΔU in Equation (4), one should now use the enthalpy difference: 

	
ΔH = ΔU + PΔV – kBT ln 1+

ΔV
V

⎛
⎝⎜

⎞
⎠⎟

N

	 (5)

where P is the pressure (which is kept as a constant parameter the same way as tem-
perature) and V is the volume of the system.

In the NPT ensemble, besides the trivial averages for configurational (i.e. due to the 
intermolecular interactions) enthalpy:

	
Hconf  = U  + P V

	 (6)

and particle density:

	
ρ = N

V
	 (7)

one can easily calculate such useful thermodynamic properties as isobaric heat capac-
ity CP, isothermal compressibility κ, and thermal expansivity α can be easily calcu-
lated from the corresponding fluctuation relationships (McQuarrie, 2000; Frenkel 
and Smit, 2002; Allen and Tildesley, 2017):
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The grand canonical (μVT) statistical ensemble, in which the chemical potential of 
the particles is fixed and the number of particles may fluctuate, is particularly attrac-
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tive for simulations of clay systems where hydration and swelling is usually one of 
the important processes. Within the MC method, the algorithm of GCMC involves 
additional random moves to insert of remove particles into our system (e.g., H2O 
molecules in the interlayers of a smectite clay, Ferrage et al., 2011). GCMC method 
can be directly applied to the calculation of thermodynamic adsorption and swelling 
isotherms, a challenge for traditional MD methods. However, various versions of the 
MD simulations in the grand canonical statistical ensemble have also been recently 
introduced (e.g., Loganathan et al., 2018, 2020). 

2.3 Periodic boundary conditions

One of the most obvious difficulties of both atomistic simulation methods is the 
relatively small system size, always much smaller than the Avogadro number, NA, 
characteristic for a truly macroscopic system. Therefore, the simulations are usually 
performed by applying so-called periodic boundary conditions to the simulation box 
in order to minimize surface effects and to mimic more closely its bulk macroscopic 
properties. This means that the basic simulation box (see, e.g., Figure 1) is assumed 
to be surrounded by identical images of the box in all three dimensions infinitely. 
Thus, if during the simulation a particle leaves the box through one side, its image 
simultaneously enters the box through the opposite side, because of the identity of 
the boxes. In this way, the problem of surfaces is circumvented at the expense of 
introducing a larger scale periodicity to the entire system.

How well the simulated properties of a small infinitely periodic system can represent 
the properties of a macroscopic system depends on the range of the intermolecu-
lar potential and the property under investigation. This is especially important for 
the interactions involving long-range electrostatic forces (or Coulomb interactions), 
which is always the case with materials like clays and aqueous salt solutions. Several 
methods to treat these long-range electrostatic interactions are commonly used (see, 
e.g., Allen and Tildesley, 2017), of which the Ewald summation is usually considered 
as the most satisfactory one. 

With the widespread availability of free and ready-to-use software packages for atom-
istic simulations, the implementation of a particular statistical ensemble in MC or 
MD simulations or various algorithms to accurately account for long-range intera-
tomic interactions has become routine even for an end user without deep knowledge 
of statistical mechanics, such as most of the clay researchers. However, both MC and 
MD methods rely heavily on the accurate description of the interactions among all 
atoms of the model system, which are usually represented by a set of interatomic 
potentials, and it is generally assumed that the total potential energy of the system 
can be described as a sum of these interactions. In classical molecular simulations, 
the interaction potentials are often based on empirical fits to available experimen-



Andrey G. Kalinichev

24

tal data for thermodynamic and structural properties of materials or use the results 
of corresponding quantum chemical calculations (Allen and Tildesley, 2017). The 
practical success of any set of potential energy functions—referred to collectively as 
a force field—ultimately depends on the quality and accuracy of the energy expres-
sion in reproducing experimental chemical structures, physical properties, and spec-
troscopic observations. There are several successful force fields designed specifically 
for modeling clay minerals and clay-related environmental processes (Skipper et al., 
1995a; Teppen et al., 1997; Smith, 1998; Sainz-Diaz et al., 2001; Cygan et al., 2004; 
Heinz et al., 2013; Tesson et al., 2018). The following sections describe and discuss 
the formalism of the ClayFF force field (Cygan et al., 2004), its later modifications 
(Zeitler et al., 2014; Pouvreau et al, 2017, 2019), and its application to the atomistic 
modeling of various clay-related materials and processes.

3. ClayFF construction and parametrization

The ClayFF parametrization was originally developed in response to a strong need 
for a robust and flexible force field suitable for atomistic simulations of mineral/
water interfaces, most particularly – clays and clay-related phases, including metal 
(oxy)hydroxides, layered double hydroxides (LDHs), etc. (Cygan et al., 2004). At-
omistic computational modeling of such interfaces is especially challenging, because 
their solid mineral substrate is often incompletely or poorly characterized both in 
terms of their crystal structure and in terms of their composition. They typically have 
large unit cells, low crystal symmetry, and greatly variable composition. They also 
frequently occur as only micron to sub-micron size particles. 

Earlier simulations of such systems relied, almost exclusively, on the empirical para-
metrizations using the basic assumption that all atoms in the clay structure are rigidly 
fixed to their crystallographic positions (e.g., Skipper et al., 1995a, 1995b; Smith, 
1998; Marry et al., 2008; Botan et al., 2013). This posed limitations on the accurate 
description of all structural and dynamics aspects of interactions between the solid 
substrate and the interfacial fluid, while still allowing the degrees of freedom associ-
ated with swelling and lateral displacement of each individual clay layer as a whole.

There are two principal ways to overcome this limitation and introduce realistically 
necessary atomic mobility and flexibility of such complex hydrated solid substrates. 
One can, of course, introduce a set of interaction parameters explicitly describing 
all covalent bonds in the structure in addition to commonly used so called “non-
bonded” terms of the force field accounting for electrostatic and dispersive (van-der-
Waals, VDW) interatomic interactions. In this approach, all covalent bonds must 
be identified and evaluated for each possible local interatomic coordination (e.g., 
Teppen et al., 1997, Sainz-Díaz et al., 2001; Heinz et al., 2013). However, the ap-
plication of this approach to systems with complex and often ill-defined bond struc-
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tures can be problematic due to the lack of reliable experimental data to constrain all 
the parameters necessary for a full description of all bonded interactions. For such 
complex situations, force field parameters must be readily transferable among diverse 
models and simulations, and it is strongly preferable that the overall functional form 
of the force field is preserved simple enough to allow modeling of highly disordered 
systems containing large numbers of particles and to effectively capture their com-
plex and often cooperative behavior. 

With this argumentation in mind, the development of ClayFF was based on an alter-
native approach: to treat the majority of bonded interactions in the crystals as “quasi-
ionic” (i.e., formally non-bonded), and require that the proper crystal structures 
and local atomic coordinations are maintained solely by a careful balance between 
interatomic electrostatic attractions and VDW repulsion terms of the force field. 
This greatly simplified approach requires a dramatically smaller number of force field 
parameters for its implementation, and allows for molecular simulations of even 
highly disordered and complex systems containing large numbers of atoms. 

Thus, the total potential energy in ClayFF is represented as the sum of the contribu-
tions from the Coulombic (ECoul) and van der Waals (EVDW) interactions of all atomic 
pairs, while the explicit bond stretch and angle bend interaction terms are only pre-
served for molecular entities, such as H2O, polyatomic ions, organic molecules, but 
also for the OH groups in the clay structure (Cygan et al., 2004; 2009): 

	
U = ECoul + EVDW + EBond  Stretch + EAngle  Bend 	  (11) 

where

	
ECoul =

e2

4πεo

qiq j
riji≠ j

∑
	 (12)
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⎦
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∑
	 (13)

In Eq. (12)-(13) qi and qj are the partial charges on the interacting atoms, e is the 
elementary charge, and εo is the dielectric permittivity of vacuum (8.85419 × 10-12 
F/m). The VDW term combines the short-range interatomic repulsions (positive 
term) as two atoms closely approach each other and the dispersive attraction (nega-
tive term) in the functional form of a (12-6) Lennard-Jones potential, where D0,ij 
and R0,ij are empirical parameters derived from the fitting of the model to observed 
structural and physical property data. D0,ij and R0,ij, and the partial atomic charges 
are the key parameters in ClayFF. The VDW parameters between the unlike atoms 
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are calculated according to the so-called Lorentz-Berthelot combining rules – the 
arithmetic mean for the distance parameter, R0, and the geometric mean for the 
energetic parameter, D0:

	
R0,ij =

R0,i + R0, j
2 	 (14) 

	
D0, ij = D0, iD0, j 	 (15)

Explicit bonded interactions (the last two terms in Eq.(11)) are only used to describe 
the O-H bonding in H2O molecules, structural -O-H groups, and the covalent 
bonding in polyatomic dissolved species such as sulfate (Kalinichev and Kirkpatrick, 
2002), ammonium (Loganathan and Kalinichev, 2013) or uranyl (Teich-McGoldrick 
et al., 2014). In these cases, the Coulombic and VDW interactions are excluded for 
the explicitly bonded atoms, while the bond stretching (e.g., -O-H) and bond angle 
bending (e.g., H-O-H) interactions are simplified to include only harmonic terms:

	
EBond Stretch ij = k1 rij − ro( )2 	 (16)

	
EAngle Bend ijk = k2 θ ijk −θo( )2 	 (17)

where k1 and k2 are the harmonic force constants, and r0 ,q0 – equilibrium values of 
the bond length and bond angle, respectively. 

For water molecules, the flexible version of the simple point charge (SPC) poten-
tial was originally used (Berendsen et al., 1981, Teleman et al., 1987), although its 
slightly modified version SPC/E (Berendsen et al., 1987) was also later successfully 
used (e.g., Ferrage et al., 2011; Holmboe and Bourg, 2014). More complex inhar-
monic terms can also be used to describe the bond bending and stretching terms in 
Eq. (11) (e.g., Greathouse et al., 2009; Zeitler et al., 2014; Szczerba et al., 2016a). 
In all cases, the force field parameters for aqueous cations and anions are largely in-
corporated from published intermolecular functions compatible with the respective 
molecular model of H2O. 

Another very important general simplification of the ClayFF parametrization is the 
assumption that the VDW terms centered on all types of O atoms in crystal struc-
tures are the same as those OH2O of the SPC water oxygens, while those centered on 
the H atoms of structural O-H groups were ignored (Cygan et al., 2004). However, 
the charges on the O and H atoms can vary depending on their occurrence in H2O 
molecules, hydroxyl groups, and bridging sites. 
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Figure 2. Schematic representation of a montmorillonite unit cell fragment with tetrahedral and oc-
tahedral substitutions and different atomic charge distributions according to the ClayFF force field 
(Table 1). ob (bridging oxygen), obts (bridging oxygen with tetrahedral substitution), obos (bridging 
oxygen with octahedral substitution), oh (hydroxyl oxygen), ohs (hydroxyl oxygen next to octahedral 
substitution), at (Al in tetrahedral coordination), ao (Al in octahedral coordination), mgo (Mg in octa-
hedral coordination), st (Si in tetrahedral coordination).

The empirical parameters in ClayFF (Table 1) were originally optimized with the 
objective to accurately reproduce the experimentally known crystal structures of a 
small number of simple and well-characterized oxides, hydroxides, and oxyhydrox-
ides, such as brucite, portlandite, quartz, kaolinite (Cygan et al., 2004). In this ap-
proach, the individual atoms do not have their full formal charges, but rather carry 
so-called partial charges which empirically account for electron transfer in actual 
covalent bonds. Oxygen atoms, for instance, typically have partial charges of -0.8 
to -1.1, rather than their formal value of -2.0. These partial atomic charges were 
derived from periodic density functional theory (DFT) quantum chemical calcula-
tions. Together with the VDW parameters, they were empirically optimized based 
on the experimental crystal structure refinements of the above model phases. The 
partial atomic charges also vary next to various cation substitution sites in the crystal 
structures. Thus, ClayFF empirically accounts for charge delocalization due to cation 
substitution in the clay structure (e.g., Al for Si, or Mg for Al) such that charge is 
partially shifted from the cationic center to neighboring oxygens depending on the 
local O-environment (Figure 2).

It is worth noting that very similar compositional and structural complications are 
also typical to other clay-related materials, such as layered double hydroxides (LDH), 
zeolites, various mineral phases of cement. Therefore, it is not surprising that ClayFF 
was almost immediately used in atomistic simulations of such phases as well (e.g., 
Kalinichev and Kirkpatrick, 2002; Kirkpatrick et al., 2005b; Wang et al., 2004, 
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2005a, 2006; Kalinichev et al., 2007, 2014; Kumar et al., 2007; Narasimhan et al., 
2009; Bushuev and Sastre, 2010; Kalinichev et al., 2010; O’Brien et al., 2016; Mut-
isya et al., 2017; Androniuk et al., 2017, 2020). 

Thus, over the last 15 years, ClayFF has been successfully tested in numerous mo-
lecular simulations of a wide range of systems, showing good promise to further 
evolve into an adaptable and broadly effective force field for molecular simulations 
of clays, cement phases and other aluminosilicate materials and their interfaces with 
aqueous solutions. The following sections illustrate ClayFF application in atomistic 
simulations of several representative materials. 

Table 1. “Non-bonded” parameters for the ClayFF force field (Cygan et al., 2004).

Species Symbol Charge(|e|) Do(kcal/mol) Ro(Å) 

Water hydrogen h* 0.4100 — —

Hydroxyl hydrogen ho 0.4250 — —

Water oxygen o* -0.8200 0.1554 3.5532

Hydroxyl oxygen oh -0.9500 0.1554 3.5532

Bridging oxygen ob -1.0500 0.1554 3.5532

Bridging oxygen next to 
octahedral substitution obos -1.1808 0.1554 3.5532

Bridging oxygen next to 
tetrahedral substitution obts -1.1688 0.1554 3.5532

Bridging oxygen next to double 
substitution obss -1.2996 0.1554 3.5532

Hydroxyl oxygen next to 
substitution ohs -1.0808 0.1554 3.5532

Tetrahedral silicon st 2.1000 1.8405 x 10-6 3.7064

Octahedral aluminum ao 1.5750 1.3298 x 10-6 4.7943

Tetrahedral aluminum at 1.5750 1.3298 x 10-6 3.7064

Octahedral magnesium mgo 1.3600 9.0298 x 10-7 5.9090

Hydroxide magnesium mgh 1.0500 9.0298 x 10-7 5.9090

Octahedral calcium cao 1.3600 5.0298 x 10-6 6.2484

Hydroxide calcium cah 1.0500 5.0298 x 10-6 6.2484

Octahedral iron feo 1.5750 9.0298 x 10-7 5.5070

Octahedral lithium lio 0.5250 9.0298 x 10-7 4.7257
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4. Atomistic modeling of clay hydrous interlayers and interfaces

4.1. Hydration and swelling of clay minerals

For clay minerals and other similar materials capable of hydration and swelling, it is 
important to be able to assess quantitatively various thermodynamic characteristics 
of these processes. 

The basal spacing as a function of water content essentially shows how the volume 
of the system changes with increasing (or decreasing) hydration. For an orthogonal 
simulation cell, from the results of NPT-ensemble MD simulation, the basal spacing 
(d) can be calculated as follows:

	
d =

a b c
2 a b

=
c
2

	 (18)

where a , b , and c  are the statistically averaged dimensions of the simulation 
supercell (see Figure 1a).

The hydration energy (ΔU) can be used to evaluate the gain (or cost) of potential 
energy associated with water uptake by the dry clay, and can be calculated using the 
generic formula (e.g., Smith, 1998; Ngouana-Wakou and Kalinichev, 2014):

	
ΔU =

U N( ) − U 0( )
N 	 (19)

where N is the number of interlayer H2O molecules for a given hydration level, while 

ΔU =
U N( ) − U 0( )

N
 and 

ΔU =
U N( ) − U 0( )

N
 are the average potential energies of the hydrated clay (with N 

water molecules), and dry clay (N = 0), respectively.

The immersion energy (Q) is the energy consumed or released when the clay system 
at a given hydration level is brought to another hydration level by adding water to 
the system (Smith, 1998): 

	
Q = U N( ) − U N0( )− N − N0( )U bulk 	 (20)

where N0, and 
ΔU =

U N( ) − U 0( )
N
 are the number of H2O molecules and the average potential 

energy of a reference hydration level. Ubulk is the potential energy of bulk liquid water 
(per one H2O molecule) under the same T-P conditions in thermodynamic equilib-
rium with the clay.

Similarly, considering clay at a certain hydration level, the isosteric heat of water ad-
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sorption can be calculated as a measure of energy released or consumed by the system 
when a small amount of water is added or removed from the system (Smith, 1998):

	

qst = RT −
U N( ) − U N '( )

N ' − N( ) 	 (21)

where N, and N’ are two consecutives hydration levels, R is the ideal gas constant and 
T is the temperature. The factor of RT is needed for conversion between the internal 
energy and enthalpy.

Figure 3a illustrates the variation of basal layer spacing d in hydrated Cs-montmoril-
lonite, Cs+

0.75(Si7.75Al0.25)(Al3.5Mg0.5)O20(OH)4·nH2O, as a function of water content 
from the MD simulations with three models of montmorillonite that differ only by 
the degree of randomness in the distribution of octahedral and tetrahedral substi-
tutions in their structure (Ngouana-Wakou and Kalinichev, 2014). The results for 
the three models, labelled Uni, RanO, and RanTO, are shown by filled circles with 
different degree of gray shading, while experimental data from several sources are 
shown by other symbols. No observable differences on the calculated layer spac-
ing between the three clay models with different distribution of substitutions was 
observed. For all three clay models, a plateau corresponding to the formation of a 
stable monolayer hydrate is clearly observable at ~12.6 Å, in good agreement with 
the range of 12.3 – 12.6 Å reported from experiments. In these simulations, the 
monolayer hydrate corresponds to n = 4.5 H2O molecules per formula unit, which 
is in the range of 4.0 – 5.5 observed in other simulation studies (Ngouana-Wakou 
and Kalinichev, 2014).
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Figure 3. Top plot: Swelling curves of Cs-montmorillonite simulated with ClayFF (circles) compared 
with available experimental data (squares). The error bars for the simulated values, calculated with a 
95% confidence interval, are within the size of the symbols. Middle and bottom plot show the hydra-
tion energy (Eq. 19) and immersion energy (Eq. 20) calculated from the same series of MD simulations 
(after Ngouana-Wakou and Kalinichev, 2014).
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Beyond n = 4.5 (or 100 mgwater/gclay in Figure 3) experimental data indicate invariable 
layer spacings unlike the simulation swelling curves that increase. One has to remem-
ber, however, that the experimentally measured water contents include contributions 
not only from the H2O molecules in clay interlayers, but also from the ones adsorbed 
on the external surfaces of clay particles and from the inter-particle pore-space, while 
the atomistic simulations using the periodic boundary conditions typically model 
infinite clay layers without any edges. 

The hydration energies (Figure 3b) of the Cs-montmorillonite models are present-
ed in Figure 3b together with the results of two other simulations (Smith, 1998; 
Liu et al., 2008). All results exhibit two minima for water contents of n = 4.5 
(~100 mgwater/gclay) and n = 10.0 (~220 mgwater/gclay). As expected, the hydration ener-
gies tend to approach the value of internal energy of bulk liquid water as the water 
content increases (horizontal solid line in Fig. 3b). The small differences between the 
results of three simulations can be attributed to the slightly different model struc-
tures used, but also to the different force fields employed in the simulations (see 
Ngouana-Wakou and Kalinichev (2014) for more details).

Further analysis of the swelling energetics based on the calculation of the immersion 
energy (Figure 3c) provides additional information for the clear identification of the 
water contents corresponding of the stable 1W and 2W hydration states. Apart from 
the completely dry state corresponding to the first points on the plots, the immer-
sion energies calculated at all other water contents are very similar between the three 
clay models. Thus, Figure 3b allows us to better distinguish the previously observed 
monolayer and bilayer hydrates through the local minima for n = 4.5 (~100 mgwater/
gclay) and n = 10.0 (~220 mgwater/gclay) for all simulation data presented. 

Layered double hydroxides (LDHs), also known as anionic clays, represent another 
important class of swelling materials. Their lamellar structure is based on brucite-like 
Mg(OH)2 layers and allows for a high degree of compositional variability via partial 
substitution of the divalent metal ions by trivalent metal ions leading to the perma-
nent positive layer charge (e.g., Rives, 2001). The general chemical formula for many 
LDHs may be written as

	
M 1− y( )

II M y
III OH( )2⎡

⎣
⎤
⎦
y+ y
m
Am– × nH2O

	 (22)

where MII and MIII are, respectively, the divalent and trivalent metal cations, y is the 
fraction of trivalent cations in the formula unit, and m is the charge of the anion. 
Typical MII cations are Mg2+, Ni2+, Fe2+, Mn2+, and Zn2+, and typical MIII cations are 
Al3+, Cr3+, Fe3+ and Co3+. The cations are octahedrally coordinated by the hydroxyl 
groups, forming two-dimensional sheets of edge-shared metal hydroxide octahedra. 
The charge balancing anions, Am–, occur in the interlayer space and on particle sur-
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faces, usually together with water molecules. The –O-H groups in the LDH struc-
ture are all oriented towards the interlayer or surface and can donate strong hydrogen 
bonds to the anions and H2O molecules. As in clays, the hydration state, n (water 
content per formula unit), can be broadly variable depending on many factors, such 
as the chemical nature of the anion (Am–), method of preparation, relative humidity, 
and the sample history (e.g., Rives, 2001).

Figure 4 shows the hydration energy of several Mg/Al-LDHs intercalated by vari-
ous mono-, di-, and tri-valent organic anions simulated using the ClayFF force field 
(Kumar et al., 2007; Kalinichev et al., 2010). To make a relevant comparison be-
tween systems of various compositions, a uniform measure of the hydration state 
as the number of H2O molecules per number of structural hydroxide groups, xH2O, 
is used in Figure 4 independent of the formula unit, cationic/anionic composition, 
and charge of different LDHs. Unlike the montmorillonite swelling curves in Figure 
3b, the computed hydration energies of Mg/Al-LDHs do not show a distinct mini-
mum, but show instead the most negative values at low water contents, followed by 
relatively rapid change in the range 0.2 xH

2
O 0.5, and slower, gradual approach to the 

potential energy for bulk liquid water for xH
2
O >0.7 (dashed horizontal line in Figure 

4). However, these hydration energies are always noticeably lower in energy than that 
of the bulk liquid H2O (–44.1 kJ/mol for the SPC water model used) up to very high 
water contents, indicating the absence of specifically preferred hydration states for 
these LDHs and suggesting a tendency for the system to continuously adsorb water 
in water-rich environments, such as at high atmospheric relative humidity, and to 
eventually delaminate in aqueous suspensions. This is in distinct contrast with the 
swelling behavior and hydration energetics of similar LDHs intercalated by small 
inorganic anions, where experiments and atomistic simulations indicate the presence 
of restricted hydration ranges (Kirkpatrick et al., 2005a, 2015).
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Figure 4. Hydration energy (Eq. 19) of Mg/Al-LDHs intercalated by mono- and di-valent glutamate 
anions as a function water content in the interlayer. Similar curves for Mg/Al-LDHs intercalated with 
other carboxylic acids (formate, acetate, propanoate, and citrate) are shown as thin lines without sym-
bols for comparison (after Kalinichev et al., 2010).

The swelling behavior of all the organo-intercalated Mg/Al-LDH phases in Figure 4 
is largely due to the affinity of the carboxylic –COO– groups for hydrogen bonds do-
nated by H2O molecules, which can better solvate them in a well integrated interlay-
er H-bonding network than the fixed –OH sites of the hydroxide layers. Compared 
to the LDHs intercalated with monocarboxylic anions (Kumar et al., 2007), the 
superior swelling behavior (more negative hydration energies) of LDHs intercalated 
with higher-charge anions (like citrate3– or Glu2–) is due to a combination of factors 
including greater incommensurability of the larger anions with the hydroxide layers, 
their ability to form stronger and more compact hydration shells due to their higher 
charge, and the resulting slower basal expansion under hydration. Taken together, 
these results show a stronger affinity for water for the Mg,Al-LDHs intercalated with 
higher-charge carboxylic anions. The trends for the monocarboxylic systems all ap-
proach the bulk water value at lower water contents than citrate3– or Glu2– LDHs. 

4.2 Structural properties of fluids and hydrogen bonding at clay-water 
interfaces

The structure of fluids is usually quantitatively analyzed in atomistic simulations via 
so-called atom-atom radial distribution functions, gab (rab), that represent a normalized 
average probability of finding an atom of type a at a certain distance rab from an atom 
of type b in the simulated system (Frenkel and Smit, 2002; Allen and Tildesley, 2017): 
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gαβ rαβ( ) = Nαβ

4πρβrαβ 	 (23)

where rαβ is the distance between atoms α and β, is the number density of atoms β, 
and 

gαβ rαβ( ) = Nαβ

4πρβrαβ

 the average number of atoms β found at the distance rαβ from atom α. 

The number of neighbors, coordinating the selected atom at a certain distance (so-
called running coordination number) can then be calculated as an integral of the 
radial distribution function: 

	
nαβ rαβ( ) = 4πρβ g(r)r 2 dr

0

rαβ

∫
	 (24)

In bulk liquid water, the oxygen-oxygen, oxygen-hydrogen, and hydrogen-hydrogen 
radial distribution functions look like in Figure 5a. This figure also provides a com-
parison of the simulated results with available experimental X-ray neutron diffrac-
tion data demonstrating a very good agreement. The most important features of 
these distributions (marked by a star symbol in Fig.5a) are the prominent first peak 
of the gOH(r) function at ~1.9 Å and the distinct maximum of the gOO(r) function 
at ~4.5 Å. Both of these features indicate strong local tetrahedral ordering of the 
neighboring H2O molecules, with two molecules donating an H-bond (~1.9 Å long) 
to the selected molecule and two other molecules accepting similar H-bonds from 
the selected one. The H-bonds are indicated in Fig.5 as white dashed lines, while the 
edges of the tetrahedron (~4.5 Å long) are indicated by the black dashed lines (see, 
e.g., Kalinichev (2001, 2017) for further details).
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Figure 5. Atom-atom radial distribution functions of bulk liquid water illustrating the tetrahedral 
nearest-neighbor ordering of H2O molecules due to hydrogen bonding.

For anisotropic systems, such as hydrated clay interlayers or interfaces (Figure 1), it is 
more informative to determine the fluid structure in terms of atomic density profiles 
of various solution species as function of their distance from the surface. Such func-
tions can be calculated as the average number of atoms, 

ρα Z( ) = Nα z( )
V

, of certain type a in 
solution at distance z from the surface, normalized by the system volume, V: 

	
ρα Z( ) = Nα z( )

V 	 (23)

where it is assumed that the coordinate axis z is perpendicular to the layering of our 
clay model, while the x-y plane is parallel to the clay layering.

Another important quantitative structural characterization of the clay-solution in-
terface can be obtained in the form of surface atomic density distributions of solu-
tion species. Such two-dimensional distributions in the x-y plane within a layer of 
solution parallel to the surface are defined by the probability of finding an atom of 
type a at a position (x,y) above the surface within a range of distances Δz close to the 
surface, typically corresponding to a mono-molecular layer of fluid (~3-5 Å):

	
ρα ,Δz x, y( ) = Nα ,Δz x, y( )

V 	 (24)
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Figure 6. Atomic density profiles (left) and surface atomic density distributions (right) of Cs+ cations 
and H2O molecules of the surface of Cs-montmorillonite. Dark dashed contours – Ow, light solid 
contours – Hw, light grey spots Si or Al of the siloxane surface of montmorillonite, dark grey spots – 
bridging oxygens, Ob, between Si- and Al- tetrahedra on the surface, to which surface H2O molecules 
can donate one or two H-bonds (after Kalinichev et al., 2017). 

Such functions simulated for Cs+ ions in aqueous solution at the (001) surface of mont-
morillonite are shown in Figure 6. The time-averaged positions of the basal surface 
bridging oxygen atoms is taken here as a reference, z = 0. Cs+ ions are mostly adsorbed 
in the form of inner sphere complexes at distances ~2-3 Å away from the montmoril-
lonite surface (see Figure 6a). These Cs+ ions are located above the centers of di-trigonal 
cavities on the montmorillonite surface (Figure 6b). However, there is a visible atomic 
density of Cs+ at ~ 5-6 Å indicating some amount of outer-sphere surface complexes. 
The position of the first adsorbed water peak Ow is correlated with the plane of surface 
adsorbed Cs+ ions clearly depicting that these H2O molecules are strongly associated 
with the basal surface of muscovite and do not participate in the hydration of ions. 

It should be noted that there are two possible predominant orientations of H2O mol-
ecules at siloxane clay surfaces. They are schematically shown in Figure 7 as bidentate and 
monodentate orientations, respectively. In the bidentate configuration, the water molecule 
donates two weak H-bonds to the surface bridging oxygen atoms, Ob or Obts in ClayFF 
(see Table 1), while in the monodentate orientation it can donate only one such bond. 

Figure 7. Schematic view of the predominant orientations of H2O molecules on clay surfaces.
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From the relative integral intensities of the peaks of Ow and Hw nearest to the 
surface in Figure 6, it is clear that most of the H2O molecules are in monodentate 
orientation, and only a small fraction of water molecules correspond to the biden-
tate orientation. These are the ones that occupy the ditrigonal cavities next to the 
adsorbed Cs+ ions in Figure 6b. 

The computed atomic density profiles also provide important insight into the or-
dering of H2O molecules at hydroxylated surfaces, such as brucite, portlandite, or 
LDHs, but also many metal oxide surfaces that become easily hydroxylated at contact 
with water (e.g., Kalinichev and Kirpatrick, 2005; Machesky et al., 2008; Kroutil et 
al., 2020). On such a surface, two orientations of H2O molecules are energetically 
most favorable for the formation of stable H-bonds. In one of them, water molecules 
have one H-atom directed toward an O-atom of the surface hydroxyl, thus donating 
a hydrogen bond to the surface. This configuration is similar to the monodentate 
orientation in Figure 7. However, on a hydroxylated surface, H2O molecules can also 
accept H-bonds from the surface. Such accepting and donating H2O orientations for 
three different surfaces are schematically shown at the top of Figure 8.

At the surface of portlandite (Figure 8a), the presence of a strong peak at ~1.8 Å 
on the Hw density profile is due to the H2O molecules donating H-bonds to the 
surface. In this orientation, the second H-atom of water molecules contributes to 
the peak at ~3.2 Å. However, a stronger contribution to the 3.2 Å peak in the Hw 
distribution arises from the other favorable H2O orientation, in which Ow atoms 
of H2O molecules accept H-bonds donated by the surface hydroxyl groups. In this 
case, both hydrogens of the H2O molecule contribute to the density profile peak at 
3.2 Å. In both preferred orientations of H2O molecules, the O-atoms are located ap-
proximately the same distance from the surface, ~3.0 Å (Figure 8a). The ability of the 
surface H2O molecules to both donate and accept H-bonds to the solid surface cre-
ates a very well developed H-bonding network across the interface with the structure 
strongly resembling that of bulk liquid water. Radial distribution functions gOO and 
gOH of liquid water are shown as dashed lines in Figure 8 to illustrate this similarity. 
Both signatures of tetrahedrally ordered H-bonding arrangements are clearly visible 
in the atomic density profiles (marked by stars in Figures 5 and 8). The interfacial 
water seems to be even slightly more structured than bulk water under the same 
thermodynamic conditions, and this ordering of the H2O molecules is clearly visible 
even at distances up to 8 Å from the surface.
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The situation is qualitatively similar for the hydroxylated aqueous interface of quartz 
(Kalinichev and Kirkpatrick, 2005) as illustrated by Figure 8b. However, for the 
Ca/Al-LDH (Figure 8c) the computed near-surface solution structure is strikingly 
different. Due to the positive structural charge of this phase and the predominance of 
direct coordination the of surface Ca sites by H2O molecules (Kalinichev et al., 2000; 
Kalinichev and Kirkpatrick, 2002), the H-bond donation to the surface by water 
molecules becomes impossible, hence the well-interconnected H-bonding network 
is not formed in the interfacial region. This is clearly evident by the absence of both 
markers of tetrahedral nearest ordering of H2O molecules at the surface indicated by 
stars above the dashed lines in Figure 8c, representing gOO and gOH radial distribution 
functions of bulk liquid water.

4.3 Calculation of dynamic properties

Monte Carlo and molecular dynamics methods of atomistic computer simulations 
produce essentially equivalent results for the thermodynamic and structural proper-
ties of the modeled systems of interest. However, MD simulations have an advantage 
of providing also information about time-dependent dynamical phenomena and 
processes, such as molecular diffusion or the spectra of atomic motions. 

The self-diffusion coefficients of the particles in the simulated system can be deter-
mined from their time-averaged mean squared displacement (MSD) according to 
the Einstein relation (Frenkel and Smit, 2002; Allen and Tildesley, 2017):

	

1
N

ri t( )− ri t0( ) 2 = 2dDt
i=1

N

∑
	 (25)

where N is the number of atoms of interest, ri(t) is the position of atom i at time t and 
the angular brackets indicate the averaging taken over all time origins t0 along the 
MD trajectory. D in eq. (25) is the diffusion coefficient, and d is the dimensional-
ity of the system, which is equal to 1, 2 or 3 for the calculation of one-dimensional, 
two-dimensional, or three-dimensional diffusion coefficients, respectively. For ani-
sotropic systems, such as clay interlayers and interfaces, it can be very informative 
to separately calculate the diffusion coefficients in the direction within the layering, 
DXY, and perpendicular to the layering, DZ, based on the respective projections of the 
atomic coordinates ri.

This approach is widely used in the MD simulations of hydrated clays (e.g., Marry 
et al., 2008, 2015; Churakov, 2013; Holmboe and Bourg, 2014; Ngouana-Wakou 
and Kalinichev, 2014) and related systems (e.g., Wang et al., 2006; Kalinichev et al., 
2007; Korb et al., 2007; Wu et al., 2009). 
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MD-simulated dynamic trajectories of atoms can also be used to calculate so-called 
velocity autocorrelation functions (VACF) of specific atoms in the model system: 

	
VACF ≡ Cvv t( ) = v 0( ) ⋅v t( ) = v 0( ) ⋅v t( )∫ dΓ

	 (26)

where the integration is performed over the entire phase space of the simulated sys-
tem, G (e.g., McQuarrie, 2000).

Qualitatively, the VACF reflects a relative rate with which the system or its individual 
atoms lose “memory” of the velocities they had at a particular previous moment in 
time, indicated here as t = 0. Quantitatively, VACFs are calculated in MD simula-
tions for each atomic type as:

	
Cvv t( ) ≡ v 0( ) ⋅v t( ) = 1

Nτ N
v j ti( ) ⋅v j ti + t( )

j=1

N

∑
i=1

Nτ

∑
	 (27)

where Nt is the number of time averages (using different independent time-origins as 
t = 0), N is the number of atoms, and vj(t) the velocity of atom j at time t (Allen and 
Tildesley, 2017). The total system VACF is calculated over all atoms in the system, 
while the VACFs of individual atom types are calculated for all atoms of a given type. 

Integration of VACF can be used as another way to determine atomic diffusion coef-
ficients from MD simulations with the help of the Green-Kubo relation (Allen and 
Tildesley, 2017):

	
D = lim

t→∞

1
3

v 0( ) ⋅v t '( ) dt '
0

t

∫
	 (28)

Another very useful application of VACFs is for the calculation of so-called power 
spectra of atomic motions (vibrational density of states) via the Fourier transforma-
tion (Allen and Tildesley, 2017): 

	

P ω( ) = v 0( ) ⋅v t( )
v 0( )20

∞

∫ cos ω t( )dt
	 (29)

P(w) characterizes the dynamics of all atomic motions in the simulated system as a 
function of frequency. With certain restrictions, these power spectra can be compared 
to the experimental vibrational spectra of the same systems (e.g., Arab et al., 2004; 
Kirkpatrick et al., 2005a; Bougeard and Smirnov, 2007; Szczerba et al., 2016a).

As with the diffusion coefficients, for anisotropic systems, such as clay interfaces and 
interlayers, it is also possible and very useful to calculate individual components of 
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the VACF tensor for a given atom type, and thus analyze the anisotropy of the mo-
tion. For layered materials, the three principal anisotropic contributions, XX, YY, 
and ZZ, are very informative and provide quantitative insight into x-, y-, and z- pro-
jections of the vectors of atomic velocities and therefore the dynamics of atomic mo-
tions along different crystallographic directions. This, in turn, can greatly enhance 
vibrational band assignment and spectral interpretation. Usually, the x- and y- com-
ponents of the atomic velocities are parallel to the layering, and the z-components 
are perpendicular to the layers. Thus, the XX and YY VACFs reflect the correlations 
of atomic motions within the plane parallel to the clay layers and the ZZ VACFs 
those perpendicular to the layers.

Figure 9 illustrates the application of this approach to the detailed quantitative un-
derstanding of the sharp high-frequency band of H2O stretching vibrations of wa-
ter molecules at the surface of montmorillonite (Szczerba et al., 2016a). This sharp 
high-frequency IR band originating from adsorbed water is a common feature for all 
hydrated smectites (Kuligiewicz et al., 2015). Its intensity does not depend much on 
the degree of clay hydration over a broad range of relative humidity, and its frequency 
has only a weak systematic decrease (red-shift) with increasing the total layer charge.

Thus, the sharp high-frequency IR band was attributed to a mechanism that must 
be common to all smectites at high hydration levels, regardless of interlayer cation. 

In order to provide a quantitative explanation for the aforementioned experimental phe-
nomenology, the power spectra for hydrogen atoms of the H2O molecules on the clay 
surfaces were calculated for different smectites and compared to the spectrum of pure 
bulk liquid water simulated with the same molecular model (Szczerba et al., 2016a).

Figure 9. Left: power spectra of Ow-Hw stretching vibrations calculated for each individual sub-set of 
H2O molecules on the surface of Na-montmorillonite: thin gray line – bidentate population, thick 
gray line – monodentate population, dashed line – water molecules away from the surface. Right: 
distributions of the shortest H-bonding distances of interfacial H2O molecules with basal oxygens 
(Ow-Hw···Ob) in the bidentate and monodentate orientations, compared to distribution of Ow-Hw···Ow 
distances in pure liquid water (after Szczerba et al., 2016a).
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For better quantitative understanding of the phenomenon, two distinct preferred sur-
face-oriented types of H2O molecules (Figure 7) were identified in each simulation. 
Their atomic density profiles indicated that the predominantly bidentate-oriented 
molecules were located closer to the surface at z ~ 2.0 Å (Figure 9b). A more strongly 
evident population of monodentate-oriented molecules population was located at 
somewhat larger distances of z ~ 2.8 Å (Figure 9b). The presence of monodentate 
H2O was ubiquitous. This sub-population was abundantly visible for all smectites, 
all cations, and all hydration levels. The bidentate H2O population was far less abun-
dant. It could be detected only in high charge smectites and was practically absent in 
their low charge analogs (Szczerba et al., 2016a). Further growth of the amount of 
bidentate molecules can be predicted with layer charge increasing beyond 1.0|e| per 
formula unit, which is consistent with its high contribution at charges approaching 
1.0|e| per formula unit, as observed in MD simulations of muscovite (Wang et al., 
2005b, 2009; Loganathan and Kalinichev, 2013; Teich-McGoldric et al., 2014). 

Calculations of the power spectra of specific sub-sets of interlayer and interfacial wa-
ter hydrogen atoms were performed in order to explain in more detail which part of 
the surface H2O population is responsible for the sharp high-frequency vibrational 
band observed in the experimental spectra (Kuligiewicz et al., 2015). Each sub-set of 
water molecules was defined by a common range of distances from the surface, z, and 
H2O dipole orientation angle, α, with respect to the surface normal (Szczerba et al., 
2016a). An H2O molecule belongs to a certain sub-set if it is found within the same 
(z, α) range in both the first and the last time-frame of the VACF calculation. In 
order to compare the contribution of each sub-set to the total spectrum, the spectral 
intensities calculated for montmorillonite are presented in Figure 9a are normalized 
to the number of H2O molecules identified in each sub-set (Szczerba et al., 2016a).

This analysis demonstrated that the interfacial H2O molecules in bidentate and 
monodentate orientation with respect to the siloxane surface are both contribut-
ing to the experimentally observed sharp high-frequency O-Hw stretching band of 
smectites (Kuligiewicz et al., 2015). However, the number of H2O molecules in the 
monodentate orientation greatly exceeds that in the bidentate orientation and is, 
thus, the predominant contributor to the high-frequency vibrational band. In addi-
tion, it was possible to quantify that in the bidentate orientation each H2O molecule 
donates two H-bonds to the surface: one relatively strong, and another much weaker, 
while in the monodentate orientation it donates only one relatively weak H-bond 
to the surface. Increasing total clay layer charge results in increasing the number of 
bidentate-oriented H2O molecules, but also in decreasing the Ow-H···Ob distances 
for both monodentate-oriented and bidentate-oriented H2O populations. Both of 
these factors are eventually responsible for the red-shift of the sharp high-frequency 
band in smectites upon increasing the layer charge (Szczerba et al., 2016a). The pres-
ence of the sharp high-frequency vibrational band in experimental and simulated 
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spectra can be considered as a strong evidence of intrinsic hydrophobicity of the 
siloxane surfaces of smectites, as has been recently demonstrated in another series of 
MD simulations (Szczerba et al., 2020). 

5. Atomistic modeling of other clay-related materials

Over the years, ClayFF has been also successfully applied to atomistic simulations of 
other nanoporous and nanostructured materials, such as zeolites (e.g., Narasimhan et 
al., 2009; Bushuev and Sastre, 2010). Mishra et al. (2017) have recently provided a 
detailed comparison of various force fields for atomistic simulations of cementitious 
materials. Despite its simplicity, ClayFF is able to quite accurately reproduce the 
crystallographic parameters of many cement-related phases (Kalinichev and Kirkpat-
rick, 2002; Mutisya et al., 2017). 

However, in addition to structural properties, ClayFF has shown to reproduce the 
energetics of swelling for a wide range of cement-related silicates and hydroxides 
(e.g., Kalinichev et al., 2007; Kirkpatrick et al., 2015). Thus, the MD-simulated en-
ergetics of water sorption in Na- and K- kanemite, [(Na,K)HSi2O5·nH2O], is found 
in very good agreement with the observed X-ray diffraction, water sorption, TGA/
DTA, and 29Si NMR data (Kirkpatrick et al., 2005b). Kanemite-like local struc-
tures represent a significant component of gels produced during the so-called alkali-
silica-reaction (ASR) in concrete that occurs primarily due to incorporation of H2O 
molecules between kanemite-like nano-particles, rather than within their interlayer 
galleries (Kirkpatrick et al., 2005b). 

ClayFF is also shown to well reproduce ion and water sorption and diffusional dy-
namics at the surfaces of several typical cementitious materials, including hydrous 
calcium aluminates and the C-S-H phase represented by a tobermorite model (Ka-
linichev and Kirkpatrick, 2002; Korb et al., 2007). 

Androniuk et al. (2017) have recently developed a series of realistic ClayFF-based 
models of calcium silicate hydrates (the C-S-H phase is the principal component of 
cement) with different Ca/Si ratios and different degrees of surface protonation, us-
ing experimental NMR data and accurate quantum chemical results as a guidance. 
The models were then successfully applied to simulate adsorption of uranyl and glu-
conate ions at the hydrated C-S-H surfaces as a function of Ca/Si ratio and solution 
pH, and to interpret on the molecular scale the experimentally observed behavior 
of these systems (Androniuk et al., 2017). The molecular level structural properties 
of the C-S-H interfaces were then investigated in classical MD simulations and lo-
cal adsorption environments were identified for a range of Ca/Si ratios from 0.83 
to 1.4. Several adsorption sites for uranyl cations on the C-S-H surfaces have been 
identified. Monodentate and bidentate complexes with respect to the surface can be 
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formed with deprotonated oxygens of the C-S-H phase. The same sites also adsorb 
Ca2+, and a competition for these sites with the uranyl cations should be expected. 
Gluconate sorbs on the C-S-H phase by forming cation bridging inner-sphere and 
outer-sphere surface complexes (Androniuk et al., 2017).

Figure 10. Typical coordination of hydrated inner-sphere surface complexes of uranyl, UO2
2+, adsorbed 

at C-S-H surfaces with low (left) and high (right) Ca/Si ratios as simulated by Androniuk et al. (2017) 
using ClayFF. Grey tetrahedra – Si, small grey balls – Ca. 10-Å scale bar is shown below the structures. 

In high-pH solutions typical of cement environment U(VI) exists in the form of 
uranyl cation UO2

2+ and is usually coordinated in the first hydration shell by 5 H2O 
molecules (some of which can be substituted by hydroxyl ions at high pH (An-
droniuk and Kalinichev, 2020). The calculated atomic density profiles reveal clear 
differences in the uranyl/C-S-H interaction at two Ca/Si ratios (Figure 10). All ad-
sorbed uranyl ions remain in the five-fold coordination with oxygens in the equato-
rial plane. Furthermore, the inner-sphere coordination of UO2

2+ appears to be the 
predominant type of interaction with the surface. There is also a preferential UO2

2+ 
coordination to the deprotonated sorption sites (more negatively charged). There-
fore, when the surface silanol groups are all deprotonated under high pH conditions, 
the bidentate adsorption configuration is strongly predominant to the monodentate 
configuration.

6. Conclusions and Outlook

Atomistic computer simulation of materials using classical empirical force fields, 
such as ClayFF, has become over the last 15-20 years an indispensable powerful tool 
to study many nano-scale properties and processes in clay mineralogy and geochem-
istry. These methods of modeling are clearly complementary to many other well 
established experimental physical and chemical methods that are already widely used 
to characterize clay structure and study their properties. ClayFF has emerged as a 
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very simple but surprisingly successful force field for modeling clay-related phases, 
and especially the structure and dynamics of their aqueous interfaces and interlayers.

Present day atomistic computer simulations can qualitatively, and very often – even 
quantitatively, reproduce and predict the structure and properties clay minerals, their 
hydration and swelling properties, the structure and dynamics of their aqueous in-
terfaces (Cygan et al., 2009; Kalinichev et al., 2016; Cygan and Myshakin, 2018). 
However, even if they are not competing with experimental methods in their accu-
racy, the most valuable feature of these techniques is their ability to greatly improve 
our physical understanding of the complex physical and chemical behavior of these 
systems and to unravel many important correlations between their structural, trans-
port, spectroscopic, and thermodynamic properties on a fundamental atomic- and 
molecular-scale within a single consistent modeling approach that is based on a solid 
statistical-mechanical foundation. These methods are sometimes called “computer 
experiments”, but being neither pure theory, nor pure experiment, they can greatly 
stimulate the development of both theoretical and experimental studies of clay/water 
interfaces by providing necessary atomic-scale interpretation of sophisticated experi-
mental data and thus leading to the construction of yet better models. 

We already have a very high degree of quantitative molecular scale understanding of 
the interfacial phenomena on the basal (001) surfaces of clay minerals (Underwood 
et al., 2016; Greathouse et al., 2017; Willemsen et al., 2019). The role of clay particle 
edges is also very important in many cases, but requires additional modeling efforts, 
which are also currently under way. In particular, a systematic work on improvement 
of the ClayFF parameterization is currently on-going along two directions important 
in view of their diverse range of applications: i) the development of additional metal-
O-H bending terms (-Si-O-H, -Al-O-H, Mg-O-H, etc.) which facilitate the accu-
rate description of the edges of clay particles (Pouvreau et al., 2017, 2019) and lead 
to a more realistic simulations of finite size clay nanoparticles and their aggregates 
(e.g., Ho et al., 2017, 2019; Lammers et al., 2017 ); ii) making ClayFF fully com-
patible with more complex and accurate H2O molecular models in order to improve 
the accuracy of description of the structural and dynamic behavior of substrate-water 
interfaces and make it compatible with common force field for organic substances 
(e.g., Szcherba et al., 2016a,b). 

One principal limitation of ClayFF, as well as any other “non-reactive” classical force 
field, is that it does not allow to model ligand exchange reactions such as making and 
breaking of O-H bonds, thus preventing modeling of proton exchange reactions in 
the aqueous phase or on the surface, which can be important for many clay-related 
and especially cement-related systems. This limitation requires the researcher to make 
an a priori decision about the surface protonation state of the model to simulate, for 
instance, the pH dependent behavior. More rigorous approach would require the 
application of computationally very expensive ab initio MD techniques, or, at least, 
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application of a so-called “reactive” force filed (e.g., Senftle et al., 2016). The second 
approach, still being approximately 100 times more expensive computationally than 
a classical force field approach, is prone to its own uncertainties associated with 
empirical description of chemical reactivity. At the same time, classical approaches, 
such as ClayFF, being incapable to model the process of chemical reaction itself, can 
still be successfully applied to simulate the systems at various equilibrium states, e.g., 
before and after the reaction (e.g., Androniuk and Kalinichev, 2020).

Current challenges to a more realistic atomistic computational modeling of the ad-
sorption and transport of fluids confined in clay-related materials include a better ac-
count of the true compositional and structural diversity and disorder of these materi-
als, effects of interstratification, effects of organics in clay-organic interactions, the 
role of nanoparticle edges and multiscale phenomena of their aggregation. Many of 
these challenges can be addressed by simply using more powerful supercomputers to 
model larger and more disordered clay structures and longer simulation times with 
available force field parameterizations, such as ClayFF (e.g., Fernandez-Martinez et 
al., 2020; Gonzalez et al., 2020). New more powerful supercomputing facilities are 
becoming extremely helpful in allowing to address the observed phenomena at much 
larger geochemically and environmentally relevant time- and length- scales (e.g., Sut-
er et al., 2009; 2015), but closer collaboration between experimental and atomistic 
modeling approaches is necessary to make methods really successful.
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