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Abstract. We present molecular dynamics simulations in the micro-canonical ensemble of a Lennard-Jones
model of nitrogen confined in realistic models for saccharose-based carbons developed in our previous work.
We calculate the velocity autocorrelation function and mean-squared displacement, and the self-diffusivities
from the latter. We observe that the self-diffusivity increases with temperature and exhibits a maximum
with loading or adsorbate density. To the best of our knowledge, a maximum in self-diffusivities has not
been observed in molecular dynamics simulations of fluids confined in slit pores.

PACS. 61.43.Gt Powders, porous materials – 68.43.Jk Diffusion of adsorbates, kinetics of coarsening and
aggregation – 82.75.Fq Synthesis, structure determination, structure modeling

1 Introduction

In most molecular dynamics (MD) simulations of fluids
in porous carbons, the adsorbent is modeled using the slit
pore model, in which the pore volume is the space between
two parallel and infinite graphite layers. In real carbons,
however, the porous network is made up of inter-connected
pores of different size and shape, and even different pore
wall morphology [1]. Several models have been developed
to include pore connectivity, differences in pore shape and
size, and other sources of adsorbate-adsorbent energy het-
erogeneity. Some of these models are based on qualitative
reconstructions of experimental structure data (e.g. trans-
mission electron microscopy, and X-ray diffraction), while
others attempt to include this information in quantitative
ways. These models have been recently reviewed [1].

The first attempt to build a model for porous car-
bons that matches the structure factor or pair correla-
tion function obtained from diffraction experiments was
presented by Thomson and Gubbins [2]. They applied Re-
verse Monte Carlo (RMC) to develop a model composed of
rigid and perfect graphene segments for an activated car-
bon. The RMC model of Thomson and Gubbins is reason-
able for many graphitisable carbons with roughly aligned
segments. However, the use of graphene segments, instead
of individual carbon atoms, as the basic structural units
fails to allow the formation of defects (e.g., rings of 5 or 7
carbon atoms) that are important sources of heterogeneity
of many porous carbons [1,3].
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In a more recent work [3], we presented an atomistic
approach in which carbon atoms, instead of graphene seg-
ments, undergo Monte Carlo moves that are accepted or
rejected based on the agreement between the simulated
and the experimental structure factor, S(q). This proce-
dure allows the formation of non-aromatic rings, small
chains of carbon atoms, and other structures that are re-
sponsible for the curvature and cross-linking in graphene
segments. We combined our atomistic approach with sim-
ulated annealing to develop a reconstruction method [4]
that gives better fits to the experimental data than the
original RMC technique. In our latest version [5,6], we
use the Monte Carlo g(r) method to obtain the pair cor-
relation function, g(r), from the experimental S(q). We
then use the resulting g(r), instead of S(q), as the target
function in our reconstruction method. The two functions
contain the same information and are related by a Fourier
transformation. However, the calculation of g(r) from the
atomic positions is much faster than the calculation of
S(q). Therefore, this modification speeds up the simula-
tions, allowing us to construct models in much larger sim-
ulation boxes (at least 5 times more volume).

We have used this reconstruction method to model two
porous carbons produced by the pyrolysis of saccharose
and subsequent heat treatment at two different temper-
atures (400 ◦C and 1000 ◦C) [6]. In this work, we report
molecular dynamics simulations in the micro-canonical en-
semble of a Lennard-Jones fluid confined in the two result-
ing models. We carried out the simulations at two different
temperatures and four loadings. We calculated the veloc-
ity autocorrelation functions and mean-square displace-
ments, and from these the self-diffusivities.
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2 Preparation of the model carbons

We used the two models of saccharose-based carbons de-
veloped in our previous work [6]. The carbons were pre-
pared by pyrolysis of saccharose and subsequent heat
treatment at two different temperatures: 400 ◦C (sam-
ple CS400) and 1000 ◦C (sample CS1000). X-ray diffrac-
tion and small-angle X-ray scattering (SAXS) experiments
were performed to obtain the structure factor, S(q), of
both materials in the q-range 0.02–14.0 Å−1. The Monte
Carlo g(r) (MCGR) [7,8] procedure was used to obtain the
pair correlation function, g(r). MCGR is an inverse pro-
cedure to obtain g(r) from S(q). In contrast with directly
taking the inverse Fourier transform of the experimental
S(q), MCGR avoids the truncation errors caused by the
limitations in the experimental data. The resulting g(r) is
shown in Figure 1. Our results for CS1000 are in excellent
agreement with the pair correlation function calculated for
the same material in an independent study [9] from X-ray
diffraction data obtained for q-values up to 24 Å−1, using
synchrotron radiation.

We used the resulting g(r) shown in Figure 1 as the
target function in our reconstruction method. The details
of our procedure are given in [6]. The idea is, as in the
original RMC method [10], to obtain configurations that
are consistent with the target g(r) by minimizing the dif-
ferences between the simulated and the target g(r), quan-
tified by the following parameter:

χ2 =
∑nexp

i=1 [gsim(ri)− gtarget(ri)]
2∑nexp

i=1 [gtarget(ri)]
2 , (1)

where gsim(ri) is the simulated g(r) and gtarget(ri) is the
target g(r) evaluated at ri. Naively matching the simu-
lated g(r) to the target g(r), however, does not guaran-
tee that the resulting configurations are unique or, more-
over, that they have physical meaning. Some guidance
concerning the uniqueness of the structures resulting from
the RMC procedure is provided by the uniqueness theo-
rem of statistical mechanics [11]. For systems in which
the potential is pairwise additive, it can be shown that
a given pair correlation function uniquely determines all
the higher-order correlation functions [12,13]. The inter-
atomic forces in a carbon material, however, do not cor-
respond to pairwise potentials. There are angular contri-
butions to the interaction potential that are, by defini-
tion, many-body interactions. When three-body forces are
present, the uniqueness theorem of statistical mechanics
states that for a given set of pair correlation function and
three-body correlation function, all the higher-order corre-
lation functions are uniquely determined. Thus, assuming
that only two- and three-body forces are important, we
use the pair correlation function along with a set of sim-
ple expressions to describe the three-body correlations to
completely specify the structure of the system.

We assume that most carbon atoms are sp2 hybridized.
Following this assumption, the coordination number of
each carbon is three. From composition data, we esti-
mate the average carbon coordination number, and from
this the target fraction of carbon atoms with three carbon
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Fig. 1. Pair correlation functions of saccharose-based carbons
obtained with MCGR (solid line) and reconstruction method
(dashed line). a) CS400, b) CS1000. Taken from [6].

neighbors [6]. We can then use this quantity as the target
to constrain the carbon coordination number in the model
by minimizing the parameter

δ2 =

[(
N3

N

)
sim

−
(

N3

N

)
target

]2

, (2)

where N3 is the number of carbon atoms with carbon coor-
dination number of 3 and N is the total number of carbon
atoms in the system. The simulated fraction of carbon
atoms with carbon coordination number of 3 is easily cal-
culated by counting how many carbon atoms in the sim-
ulation box have three neighbors at a distance between
a minimum and a maximum bond length, equal to the
distances at which the first peak in the pair correlation
function begins and ends, respectively.

Also following the assumption of sp2 hybridization, the
equilibrium C-C-C angle distribution must be centered at
120◦. The order parameter that describes the bond angle
constraint is thus given by

ψ2 =
1
nθ

nθ∑
i=1

[
cos(θi)− cos

(
2π
3

)]2

, (3)

where the θi’s are the C-C-C bond angles in radians, and
nθ is the total number of bond angles. The use of the
cosine function is consistent with the functional form of
bond order potentials for carbon (e.g. Tersoff and Brenner
potentials) [14–16].
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Fig. 2. Resulting structural model for CS400. (a) Snapshot of
the 5 nm simulation box. (b) Projection of a 1.25 nm section of
the simulation box. The gray rods represent C-C bonds.

In our reconstruction procedure, we start from a ran-
dom configuration of carbon atoms that has a density
equal to that obtained from experiments. We then attempt
Monte Carlo moves that consist of randomly selecting a
carbon atom and translating it to a random position. The
moves are accepted with a probability

Pacc = min

[
1, exp

{
− 1

Tχ

[(
χ2

new − χ2
old

)
+

1
Tψ/Tχ

×(
ψ2

new − ψ2
old

)
+

1
Tδ/Tχ

(
δ2
new − δ2

old

)]}]
, (4)

where the subscripts “old” and “new” indicate the param-
eters before and after the attempted move, respectively.
We assign weightings Tχ, Tδ, and Tψ to the parameters
χ2, δ2, and ψ2, respectively. We then fix the ratios Tψ/Tχ

and Tδ/Tχ to values chosen with a trial-and-error proce-
dure so that satisfactory values of the parameters χ2, δ2,
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Fig. 3. As in Figure 2 for CS1000.

and ψ2 are obtained. Tχ is an effective temperature, which
determines the acceptance ratio and is changed during our
procedure using simulated annealing [17].

The g(r) of the resulting models for CS400 and CS1000
are shown in Figure 1. We used 5 nm cubic simulation
boxes with full periodicity. The peak positions and rel-
ative heights of the simulated and target g(r) are in
excellent agreement. Snapshots of the resulting struc-
tures for CS400 and CS1000 are shown in Figure 2 and
Figure 3, respectively. The porosity of CS400 is higher
than that of CS1000. Our model shows an increase in
the size of graphene segments and stacking of graphene
segments with heat treatment temperature. These fea-
tures are also observed in experimental Transmission Elec-
tron Microscopy (TEM) images. Moreover, we developed
a methodology to simulate the TEM images of our re-
sulting structural models. The main changes in morphol-
ogy caused by an increase in heat treatment temperature
observed in experimental TEM images, are also present
in the simulated TEM images. We have also performed
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GCMC simulations of nitrogen at 77K in these carbons.
The adsorption isotherms in both models are significantly
different, even though their pore size distributions (the
most widely used function to characterize these materials)
are very similar. In agreement with experimental stud-
ies in nanoporous carbons, the calculated isosteric heat
of adsorption in our models decreases with the amount
adsorbed. The slit-pore model, however, predicts the op-
posite trend.

3 Molecular dynamics simulations

We performed micro-canonical molecular dynamics (MD)
simulations of a Lennard-Jones fluid confined in the re-
sulting models of CS400 and CS1000 (see Sect. 2) at 77K
and 190K, and four relative loadings (28%, 46%, 88% and
100%). We modeled the nitrogen-nitrogen and nitrogen-
carbon interactions with the Lennard-Jones potential, us-
ing the same potential parameters that we used in the
grand canonical Monte Carlo (GCMC) simulations of our
previous work [6], which are chosen to model nitrogen con-
fined in porous carbons (see Tab. 1).

We used the velocity-Verlet algorithm to integrate the
equations of motion (for details, see Ref. [18]), with a
time step of 0.009 ps. The initial positions were taken from
GCMC simulations of the same fluid at 77K. The initial
velocities were chosen to produce the desired tempera-
tures (77K and 190K). We equilibrated the simulations
over the first 5000 time steps and collected averages over
65000 time steps, every 10 time steps. We calculated the
mean-squared displacement and the velocity autocorrela-
tion function. This calculation was made averaging over
all the particles in the system over 4000 time origins. As an
example, these functions are shown in Figure 4 for the fluid
confined in the CS400 model at 190K and four loadings.

The velocity autocorrelation function (see Fig. 4a)
reaches zero faster as loading increases, indicating that
the frequency of collisions increases with loading. The
mean-squared displacement (see Fig. 4b) increases rapidly
at short times and with a lower slope at larger times.
This behavior of the velocity autocorrelation function and
mean-squared displacement is observed for both CS400
and CS1000 at the two temperatures studied. For slit
pores, it has been found that the mean-squared displace-
ment increases almost linearly in the plane parallel to the
pore walls, and increases rapidly at short times and then
plateaus at larger times in the direction perpendicular
to the pore walls (see [19]). Not surprisingly, the mean-
squared displacement in our realistic models seems to be
a combination of these two functions. The small values of
this function for both structures are due to the fact that
many of the pores are closed (see Fig. 2 and Fig. 3), forc-
ing the adsorbate molecules to stay in localized regions of
the pore volume. We calculated the self-diffusivities from
the mean-squared displacement in the range from 18 to
22 ps using the Einstein relation:

D =
1
6
d
dt

〈∣∣�ri(t)− �ri(0)
∣∣2〉, (5)

Table 1. Lennard-Jones potential parameters for nitrogen-
nitrogen and nitrogen-carbon interactions [20].

σ (Å) ε/k (K)

Nitrogen-nitrogen 3.75 95.2
Nitrogen-carbon 3.36 61.4
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Fig. 4. Velocity auto-correlation function (a) and mean-
squared displacement (b) for Lennard-Jones nitrogen confined
in the CS400 model at 190K. Different curves are for different
loadings. The loading increases in the direction of the arrow
(28%, 46%, 88%, and 100%).

where the expression in the brackets is the mean-squared
displacement, calculated as described above. It is impor-
tant to note that this is an effective self-diffusivity, since
it is calculated from the slope of the mean-squared dis-
placement in a specific time range. The results are shown
in Figure 5.

As expected, the self-diffusivity increases with temper-
ature for both carbon models and for all the loadings stud-
ied. The activation energies for diffusion are on the or-
der of 2 kJ/mol. Even though both carbon models have
very similar pores size distributions [6], the adsorbate-
adsorbent energies are much lower (more attractive) for
CS1000 than for CS400 (see Fig. 6) due to differences in
the morphology of the two materials. From molecular sim-
ulations in slit pores, we know that more attractive en-
ergies cause lower self-diffusivities, and this effect is more
pronounced at higher adsorbate densities [21]; this may be
the reason why, at the same conditions, the self-diffusivity
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Fig. 5. Self-diffusivity of Lennard-Jones nitrogen confined in
the models of CS400 (squares) and CS1000 (triangles) at 77K
(empty symbols) and 190K (filled symbols).
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Fig. 6. Adsorbate-adsorbent energy distribution for CS400
(solid line) and CS1000 (broken line). Taken from [6].

is lower in CS1000 than in CS400. Also, the difference in
self-diffusivity between CS400 and CS1000 decreases at
high loading.

We also observe a maximum in the self-diffusivity as a
function of loading in the two carbon models (see Fig. 5).
This maximum has not been observed in molecular dy-
namics simulations of simple fluids confined in slit pores at
similar conditions [21,22], where self-diffusivity decreases
with loading. However, this behavior has been reported in
an experimental study of water in activated carbons [23],
and it is also a well-known feature of molecular fluids in
zeolites (e.g., [24]). We hypothesize that the maximum is
due to the heterogeneity in the adsorbate-adsorbent en-
ergy. At lower loadings, the fluid molecules are adsorbed
in the sites of lower (more attractive) energies, where they
have lower mobility and thus, lower self-diffusivity. As
loading increases, the low-energy sites are occupied, and
the molecules are adsorbed in sites where they have higher
mobility, resulting in a higher self-diffusivity. When load-
ing increases further, the self-diffusivity decreases due to
steric hindrance caused by higher adsorbate density.

Self-diffusivities of simple fluids confined in slit pores
at similar conditions [19,21] are at least 15 times larger

than the ones reported in this work for the same mean
pore width. Experimental limiting diffusivities of nitrogen
and argon confined in carbon molecular sieves at similar
conditions [25], on the other hand, are of the same order
of magnitude as the ones reported in this work.

4 Conclusions

We have calculated the effective self-diffusivities of a
Lennard-Jones model of nitrogen in two realistic mod-
els [6] of saccharose-based carbons heated at 400 ◦C
(CS400) and 1000 ◦C (CS1000). We carried out molecu-
lar dynamics simulations in both models at two temper-
atures and four loadings. Many of the pores in the re-
sulting models are closed; the adsorbate molecules stay in
localized regions of the pore volume. Therefore, the val-
ues of the mean-squared displacement for both materials
are relatively small, even at times for which the velocity
autocorrelation function goes to zero.

We found that self-diffusivity increases with tempera-
ture in both carbon models, as expected. Self-diffusivity
is lower in CS1000 than in CS400, presumably due to the
more attractive adsorbate-adsorbent energies in CS1000.
We observe a maximum in self-diffusivity as a function
of loading in both models. This behavior has not been
observed in molecular dynamics simulations in slit pores,
but it has been reported in experimental studies of water
in activated carbons [23]. We believe that this behavior
is due to the energetic heterogeneity of the carbon. The
self-diffusivities reported here are of the same order of
magnitude as the diffusivities reported in an experimental
study of nitrogen and argon in carbon molecular sieves at
similar conditions [25].
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