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Abstract

We present the first microscopic description of the exchange of water and ions between clay interlayers and microporosity.
A force field based on ab-initio calculations is developed and used in classical molecular dynamics simulations. The latter
allow to compute the potential of mean force for the interlayer/micropore exchange for water, Na+ and Cs+ cations and
Cl� anions. For the simulated water content (water bilayer, with interlayer spacing 15.4 Å) and salt concentration in the
micropore (0.52 mol dm�3) the exchange is found to be almost not activated for water and cations, whereas the entrance
of an anion into the interlayer is strongly unfavorable (DF � 9kBT ). Calculations of the diffusion tensor in the interlayer
and in the micropore complete the study of the exchange dynamics.
� 2007 Elsevier Ltd. All rights reserved.
1. INTRODUCTION

Clays consist of negatively charged lamellae, compen-
sated by (solvated) cations which can move in the interlayer
spacings originating from the stacking of the mineral layers.
These stacks form particles, which also aggregate to form
larger structures with a corresponding porosity. Elucidating
the transport mechanisms of water and ions through clays
is particularly important, since clays are considered as suit-
able materials for the geological storage of toxic and radio-
active waste (Bradbury and Baeyens, 2003; Dossier, 2005).
The transport of a tracer through a clay sample is averaged
over the whole porosity: interlayer, micropores (less than 2–
3 nm), macropores (P100 nm) (Bourg et al., 2006). How-
ever a simple average assumes that the tracer can exchange
easily between all types of porosities. To interpret the vari-
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ations of the effective diffusion coefficient De with the tra-
cer’s charge, it is often argued that the porosity accessible
to each species depends on its charge and size (Kato
et al., 1995; Dossier, 2005). Due to the negative charge of
clay layers, anions should be repelled by the external sur-
faces, and excluded from the interlayers. On the contrary,
cations are attracted by the surfaces, and may exchange
with the natural interlayer counterions. Ions can also be
trapped on clay edge sites. Experimental evidence of anio-
nic exclusion and cation exchange are generally indirect: in-
ferred from macroscopic tracer diffusion, or batch
measurement of selectivity constants (for exchange) (Kato
et al., 1995; Bradbury and Baeyens, 2003; Dossier, 2005).

Molecular simulations have provided microscopic inter-
pretations of experimental data, related to structural (Skip-
per et al., 1989, 1995a,b; Delville, 1992, 1993; Chang et al.,
1995, 1997, 1998; Smith, 1998; Sposito et al., 1999; Park
and Sposito, 2000; Ferrage et al., 2005a), thermodynamical
(Boek et al., 1995a,b; de Siqueira et al., 1997; Shroll and
Smith, 1999; Young and Smith, 2000; Hensen et al., 2001;
Hensen and Smit, 2002; Whitley and Smith, 2004; Tambach
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et al., 2004a,b, 2006; Smith et al., 2006; Liu and Lu, 2006)
and dynamical (Sutton and Sposito, 2001; Titiloye and
Skipper, 2001; Marry et al., 2002; Marry and Turq, 2003;
Malikova et al., 2004a,b, 2005, 2006) properties of clay
interlayers. The microscopic structure of the water/mineral
interface (Wang et al., 2004, 2005, 2006; Kirkpatrick et al.,
2005), and adsorption onto clay basal surface (Greathouse
and Cygan, 2005, 2006) were also investigated. In a recent
paper, Teppen et al. have used microscopic simulations to
gain insight into the mechanism of ionic exchange (Teppen
and Miller, 2006). They demonstrated that the thermody-
namic driving force of K+ to Cs+ exchange in montmoril-
lonite is not related to any ‘‘selection’’ of Cs+ by the
interlayer but rather dominated by the free energy change
in the aqueous phase. The ionic exchange reaction between
a natural counterion (e.g., Na+) and an ion in solution (pos-
sibly a radioactive ion, e.g., 137Cs+), can be summarized as:

Csþaq þ Clay�Naþ ! Naþaq þ Clay� Csþ ð1Þ

From a thermodynamical point of view, the study of ionic
exchange requires only to consider the initial and final
states. However, nothing can be learned on the ionic ex-
change process and its kinetics without considering explic-
itly the transition zone between the two states (interlayer
and external porosity), which occurs at the clay edges. In-
deed, an ion or a water molecule leaving the interlayer
(where it diffuses in two dimensions along the clay sheets)
for the micropore (where it diffuses in 3D) will experience
the effect of the interface (close to the edges), and will cross
it with a certain probability. This situation is depicted in
Fig. 1. The overall Na+ to Cs+ ionic exchange is thus a two-
fold process: (1) Na+ release into the micropore and (2) Cs+

entrance into the interlayer. Both processes may or may not
occur simultaneously, and might be later coupled to a
change in interlayer water content, as the Cs/Na ratio
evolves. Indeed, hydrated homoionic Cs-montmorillonite
only exists in the monohydrated state, whereas Na-mont-
morillonite also exists in the bihydrated (even trihydrated)
state. The purpose of the present study is to give micro-
scopic insights into the ionic exchange and the anion exclu-
sion processes, using molecular dynamics (MD)
simulations. We will consider the interlayer/micropore ex-
change of each species separately, and focus on the early
stages of the overall exchange (when the Cs/Na ratio is
small, which is the relevant situation for radioactive con-
Fig. 1. Conceptual model for the dynamics of exchange between
interlayer and micropore. Diffusion is in 2D in the interlayer, and
3D in the pore. A diffusing particle reaching the interface will cross
it with a probability controlled by the free energy profile along the
interface (see text). The arrows represent the interface crossing
reactions.
taminant transport), so that the interlayer water content
corresponds to that of a Na-montmorillonite.

Clarifying the transition between micropore and inter-
layer is very important to understand the respective contri-
butions of each type of porosity to the overall water and
ionic transport. Since no direct experimental data is avail-
able on this process on the microscopic scale, microscopic
simulations are a reasonable alternative to study it. Such
a study remains however a challenge, because it requires
to include explicitly in the same simulation box both a clay
particle (including interlayers and counterions) and a
micropore (containing a bulk electrolyte solution), and a
sound description of the particle edges must be adopted.

Clay edges have first been investigated using ab-initio
simulations, with the focus on structure and acidity of edges
sites (Bickmore et al., 2003; Churakov, 2006). Indeed, the
interpretation of titration curves generally relies on a large
number of fitting parameters (Tournassat et al., 2004), par-
tially supported by semi-empirical approches like MUSIC
(Hiemstra et al., 1996). Prediction of acidity constants from
first principles aims at supporting the interpretation of these
data, which are of great practical importance since they
influence dramatically the retention of ions by clays. Such
studies have been initiated on short pyrophyllite fragments
in vacuum, and allowed to make some predictions on the
relative acidity of edge sites (Churakov, 2006). More re-
cently, the study of a confined water film on clay edges al-
lowed to observe the proton exchange between acidic edge
sites and water adsorbed on the surface (Churakov, 2007).
The system required to study the interlayer/micropore ex-
change is at present completely out of reach of ab-initio
simulations, for two reasons: the size of the system is too
large (it involves too many atoms, see below), and the rele-
vant timescale is too long (several nanoseconds). Therefore
a simpler description should be adopted. To that end, we
first developed a classical force field to describe the edges,
based on density functional theory (DFT) calculations on
a smaller system. This force field was then used to simulate
a larger system containing both interlayer and microporos-
ity, for long times (several nanoseconds).

The microscopic description of the system is not the only
challenge. Indeed, the relevant framework to study the ex-
change kinetics needs to be carefully defined. The standard
approach to describe a transition between two states is to
evaluate the free energy profile along a reaction coordinate
which characterizes the evolution of the process. For a
chemical reaction a typical situation is the one illustrated
in Fig. 2: it will occur if the system overcomes a free energy
barrier DF#

1!2; the reverse reaction needs to overcome
DF#

2!1, and the overall free energy change is
DF1!2 ¼ DF#

1!2 � DF#
2!1. When considering the transi-

tion between interlayer and micropore, several questions
arise. (1) What is the relevant reaction coordinate to de-
scribe the exchange, and what is the shape of the free energy
profile, depending on the considered molecule/ion? In par-
ticular, the presence of activation barriers (DF#

1!2 or
DF#

2!1) is not a priori obvious. (2) How to describe the
dynamics along this free energy profile? This implies the
determination of the diffusion coefficient in different regions
of the system (interlayer and micropore). We will show that



Fig. 2. Free energy profile along a reaction coordinate: in order to
go from a state 1 (e.g., characterizing a given molecule in the
interlayer), to a state 2 (e.g., characterizing the same molecule in
the micropore), the system must in principle overcome a barrier
DF#

1!2. The reverse reaction occurs if the system overcomes the
barrier DF#

2!1. The overall free energy change is DF1!2.
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it is in itself a difficult point to address, for the diffusion ten-
sor is anisotropic (2D in the interlayer, 3D in the pore) and
depends on the position.

We report here the determination of the free energy pro-
file and the diffusion coefficients along a selected reaction
coordinate for the process of water and ionic exchange,
using molecular dynamics simulations. Section 2 introduces
the system used to investigate the interlayer/micropore ex-
change, and presents the simulation details (methods and
force field). Section 3 discusses the choice of the reaction
coordinate, explains how to obtain the free energy profile,
and gives the results for water and ionic exchange. Section
4 deals with the evaluation of diffusion coefficients in the
interlayer and the micropore. Finally, Section 5 summarizes
the major results.

2. SYSTEM AND SIMULATION METHOD

2.1. System

We simulated a system containing a short clay particle
facing a bulk electrolyte solution (see Fig. 3). The clay is
a model montmorillonite with a unit cell of composition
Na0.75 Si8 (Al3.25 Mg0.75) O20 (OH)4 (with dimensions
8.97 · 5.18 Å2). Each layer consists of 2 · 4 bulk unit cells
Fig. 3. Snapshot of the simulation box. Na+ ions are in blue, Cs+

in orange and Cl� in pink. Clay Al atoms are in green, Si in yellow,
O in red and H in white. Water molecules are in gray. (For
interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
(the longest dimension is along x) and 4 ‘‘half-unit cells’’
on each side (along y) corresponding to [010] edges and
whose structure, illustrated in Fig. 4, was obtained by cut-
ting the unit cell and saturating the broken bonds with H or
OH groups.

The interlayer distance (between the layers midplanes)
was fixed to d = 15.4 Å which corresponds to a water bi-
layer (Marry and Turq, 2003). The micropore has a width
of 30 Å, divided in 15 Å on each side of the particle. The
overall dimensions of the simulation box are
63.0 · 20.72 · 30.8 Å3, and periodic boundary conditions
in all directions are used. Thus the simulated system con-
sists of an infinite stack (along z) of sheets which are infinite
along y and finite along x. The simulation box contains 898
water molecules (see Section 2.3). In addition to the inter-
layer counterions, 6 Na+ and 6 Cl� ions were introduced
in the micropore. This corresponds to an electrolyte con-
centration of 0.52 mol dm�3, which is slightly higher than
a typical pore ionic strength (closer to 0.1 mol dm�3 in
the Callovo–Oxfordian formation, considered for a nuclear
waste repository in France). This relatively high concentra-
tion has several advantages: Higher statistical accuracy on
the ions with less water molecules (this diminishes the com-
putational cost), higher probability for exchange events to
occur, and stronger screening of electrostatic interactions
between both sides of the clay particle across the pore.

2.2. Force field

The interactions between all atoms were modelled using
pairwise potentials:

V ij ¼
qiqj

4p�0rij
þ 4�ij

rij

rij

� �12

� rij

rij

� �6
" #

ð2Þ

with qi the (partial) charge of atom i, and the Lennard-
Jones (LJ) parameters �ij and rij are calculated from indi-
vidual �ii and rii using Lorentz–Berthelot mixing rules
(Frenkel and Smit, 2002). This simple force field is com-
Fig. 4. Detail of the edge [010] structure. Si tetrahedra end with an
SiOH bond (top and bottom), whereas Al octahedra end either
with AlOH (top) or AlOH2 (bottom) sites.
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pletely determined by the atomic parameters {qi, �ii,rii}. It
requires to keep the clay layers rigid whereas more elabo-
rate ones, such as CLAYFF (Cygan et al., 2004), do not
suffer from this restriction. Since the purpose of the present
study is to develop the theoretical framework to understand
the exchange kinetics between interlayer and micropore,
and in absence of experimental data to assess the superior-
ity of either force field in presence of the edges, we preferred
the use of the simpler model. However the present analysis
could be directly reproduced using another force field.
Keeping the OH bonds orientation fixed in the classical
simulation is thus only a first approximation and in further
studies we plan to leave these bonds free to rotate.

Water was described with the rigid SPC/E model (Ber-
endsen et al., 1987). The ions LJ parameters are taken from
(Koneshan et al., 1998) and were shown to correctly de-
scribe the dynamics of ions in bulk water. Parameters for
bulk clay atoms are taken from Smith (Smith, 1998). The
conjunction of all these parameters was shown to reason-
ably describe the dynamics of water and ions in clay inter-
layers (Marry and Turq, 2003; Malikova et al., 2005, 2006).
The LJ parameters for edge oxygen atoms were identical to
those of the bulk surface oxygen atoms (which are the same
as SPC/E water oxygen atoms in the Smith force field).

The partial charges of the edge atoms were then ob-
tained from a fit of the electrostatic potential around the
clay fragment. To this aim, density functional theory
(DFT) calculations were performed on a short fragment
of pyrophyllite (neutral analogue of montmorillonite) ter-
minated at both ends and with the resulting broken bonds
saturated with H atoms or OH groups. The latter come
from the dissociation of water molecules to complete the
coordination of edge Al and Si atoms, as explained in
(Churakov, 2006). We have used a gradient corrected
approximate exchange-correlation functional, BLYP
(Becke, 1988; Lee et al., 1988), and a plane wave basis-set
with a cut-off at 70 Ry. Norm-conserving pseudo-potentials
were then used to represent the core electrons and only va-
lence electrons were explicitly treated. We have used Troul-
lier and Martins (1991) pseudo-potentials for H, O and Si
and a Bachelet–Hamann–Schlutter (Bachelet et al., 1982)
pseudo-potential for Al, in the Kleinman–Bylander repre-
sentation (Kleinman and Bylander, 1982). The box was
5.18 Å large, corresponding to the periodicity of the clay
and 25 Å in the two non-periodic directions of the clay.
Two types of boundary conditions were used for this box:
periodic in all directions or only in one direction using
the method proposed by Martyna et al. to screen the elec-
trostatic potential (Martyna and Tuckerman, 1999); results
were basically unchanged when comparing both calcula-
tions. All DFT calculations reported here were performed
with the CPMD package (CPMD, 1990-2001).

The charges of the edge atoms were estimated using the
restrained electrostatic potential (RESP) method (Laio
et al., 2002; Kirchner and Hutter, 2004). The charges of
atoms not belonging to the edges (i.e., bulk clay atoms)
were kept fixed to the ones of the Smith force field, while
we have fitted the charges of the edge atoms to best repro-
duce the electrostatic potential outside the clay with a re-
strain keeping the charges close to initial guess values q�I .
The latter were chosen as the charges of the corresponding
bulk clay atoms, so that the resulting partial charges corre-
spond to the rearrangement of the charge density after cut-
ting the edge (and dissociating enough water molecules to
complete the coordination of edge Al and Si atoms, as ex-
plained above). In practice, one first computes the electro-
static potential from the electronic density (and the
positions of the atomic nuclei) on a grid, resulting in a set
{V(ri)}i=node. The partial charges {qI}I=atom are then deter-
mined by minimizing:

min
fqI g

X
i¼node

VðriÞ�
X

I¼atom

qI

4p�0

1

kri� rIk

 !2

þk
X

I¼atom

ðqI �q�I Þ
2

2
4

3
5
ð3Þ

with k the restrain parameter. This restrain is necessary as
the electrostatic potential (ESP) method is not well condi-
tioned for an extended system. The strength of the restrain
was chosen such that all oxygen atoms have a negative
charge, and all other atoms a positive charge as is chemi-
cally expected. On a relatively large range of restrain
strength, the charges are nearly unchanged, varying only
by a few percents (we have used k = 2).

The chosen guess charges and restrain strength, while
allowing for the RESP procedure to converge, do not influ-
ence dramatically the outcome of the equilibration proce-
dure. Indeed, the latter results in differences between
initial and final charges of as high as 20% for Al atoms
and 35% for Si atoms. Charges on both edges were similar
although as mentioned above the two edges are not per-
fectly symmetric and an average value was used for use in
the classical simulation. Both the geometry and the charges
were checked employing a cell twice as large, resulting in
very similar charges as with the small cell. The atomic coor-
dinates and partial charges obtained from this charge fitting
procedure are given in electronic annexes EA-1 and EA-2.
Churakov recently demonstrated that the structure pre-
dicted by ab-initio simulation in vacuum of this particular
[010] edge was in good agreement with the structure deter-
mined in presence of a water film at the edge surface
(Churakov, 2007). This supports the use of the structure
and partial charges determined in vacuum for classical sim-
ulation in presence of water.

2.3. Simulation details

Water molecules and ions were introduced randomly in
the simulation box, and the system was first equilibrated
using Monte-Carlo (MC) simulations in the NVT ensemble,
for 5.106 steps at 1000 K, then 5.106 steps at 500 K and fi-
nally 15.106 steps at 298 K. The 6 Na+ ions in the micro-
pore after equilibration were then replaced by 6 Cs+, to
investigate the Na+ to Cs+ exchange. After another MC
106 steps at 298 K, molecular dynamics simulations in the
NVT ensemble were performed using the DLPOLY simula-
tion package. The choice of fixed volume is the easiest way
to account for the coexistence of a bulk solution (micro-
pore) with a bihydrated clay which occurs experimentally
in underground conditions. During equilibration, the water
molecules in the simulation box divide themselves between



Fig. 5. Two-dimensional density qOW(x,z) of water oxygens. The
darker regions correspond to lower density. The arrows represent
the trajectories of water molecules, initially in the micropore, pulled
along the x-direction into the particle: they find their way into the
interlayer whatever their initial z-position.
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the micropore and the interlayer. This results in a water
density in the center of the micropore equal to that of bulk
water, and 12–13 water molecules per counterion in the
interlayer. These results indicate that the chosen number
of water molecules is consistent with the coexistence of a
bulk micropore and a water bilayer, since the experimental
equilibrium distance of 15.4 Å (Calvet, 1973; Fu et al.,
1990) was obtained in Monte-Carlo simulations of bulk
clays for a similar water content (Marry and Turq, 2003).

The temperature was maintained at 298 K using a Nosé-
Hoover thermostat (Frenkel and Smit, 2002), and the equa-
tions of motion for the rigid water molecules were inte-
grated using the SHAKE algorithm. All molecular
dynamics simulations were performed with a 1 fs timestep.
Ewald summation was used to compute the electrostatic
interactions. After MC equilibration, the system was fur-
ther equilibrated with MD for 500 ps, before a production
run of 20 ns.

3. FREE ENERGY PROFILE

3.1. Reaction coordinate

As mentioned in the introduction, when considering the
interlayer/micropore exchange, one first needs to carefully
define what the initial and final states are, and to make
an appropriate choice of a reaction coordinate (RC). The
abscissa x is a natural order parameter to distinguish
the interlayer (initial state characterized by a coordinate
ŒxŒ 6 xl, with x = 0 at the center of the simulation box)
from the micropore (final state, ŒxŒ P xl). The frontier xl

corresponds to the location of the large variations of the
free energy.

In the following, we will argue that x can be in fact cho-
sen as the reaction coordinate. Before doing so, we would
like to clarify the meaning of the free energy profile intro-
duced in Section 1. This curve represents the free energy
along the minimum free energy path (MFEP) which con-
nects one state point, corresponding to a given molecule/
ion in the interlayer, to another (same molecule/ion in the
micropore). This is the path in phase-space that the system
will follow with maximum likelihood, and it is therefore
representative of the exchange process, since the free energy
F of a state is related to its probability of occurring P:

F ¼ �kBT ln PþF0 ð4Þ

where kB is Boltzmann’s constant, T the temperature, and
F0 is a constant ensuring the normalization of P. The reac-
tion coordinate is then a curvilinear coordinate along the
MFEP. The free energy along the MFEP is referred to as
‘‘Potential of Mean Force’’, because the thermodynamic
driving force is the gradient of the free energy profile, which
follows the MFEP. Determining the MFEP (and the RC)
for a complex system is a formidable task. Only a few meth-
ods do not rely on an a priori choice of the reaction coordi-
nate: this is for example the case of the String Method
(Maragliano et al., 2006) and Metadynamics (Laio and Par-
rinello, 2002). Even in these cases, one assumes that it is a
function of some predetermined variables (e.g., distances
or angles). Under the assumption that the MFEP can be ex-
pressed as very few variables only, one can map the free en-
ergy landscape in these variables and determine the MFEP
a posteriori. In any case, the strongest assumption lies in the
choice of the considered variables.

A thorough analysis of the choice of x only as the reac-
tion coordinate for the exchange is out of the scope of this
paper. We only indicate here why the z coordinate does not
seem to matter for this process (an even simpler discussion
can be done for the y coordinate). Let us consider the tran-
sition of a water molecule between the interlayer and the
micropore. The free energy landscape as a function of posi-
tion can be obtained from Eq. (4), since the probability P is
simply proportional to the density qðx; zÞ ¼

R
qðx; y; zÞdy.

We thus have Fðx; zÞ ¼ �kBT ln qðx; zÞ þF0
0, with F0

0 is
an arbitrary constant. This formula is of practical use only
if the density can be obtained with sufficient statistical accu-
racy, and we will see in Section 3.3 how to treat the problem
when this is not the case.

Fig. 5 shows the two-dimensional density qOWðx; zÞ ¼R
qOWðx; y; zÞdy of water oxygen atoms, with qOW(x,y,z)

the usual 3D-density. It is obvious from this figure that
the density is almost independent of z in the micropore,
whereas in the particle illustrated in Fig. 1 (corresponding
to ŒxŒ < xl) it is non-zero only in the interlayer (it strongly
depends on z). Therefore the two-dimensional free energy
landscape consists of two mountains (clay sheets) separat-
ing two deep canyons (interlayers), the latter being con-
nected to a flat plain (micropore). A molecule forced into
the clay particle will thus spontaneously find the interlayer,
even if it was not initially facing it (see Fig. 5). Hence the
variations of free energy along the MFEP will only depend
on x, and we can restrict ourselves to the study of the po-
tential of mean force as a function of x only. This simplistic
argument underlines that this choice corresponds more pre-
cisely to a particle/micropore exchange, although in prac-
tice the exchange is indeed between interlayer (defined not
only by the x coordinate, but also by some values of the z

coordinate) and micropore. Note that more subtles quanti-



-20 0 20

x (Å)

0

0.2

0.4

0.6

0.8

1

ρ(
x)

 (
a.

u.
)

Na
+

Cs
+

Cl
-

Subst.

Fig. 7. Density profiles of Na+ (solid line), Cs+ (dashed line) and
Cl� (dotted line) across the simulation box. The location of the Al
to Mg substitutions in the mineral layer is also reported (�).

5094 B. Rotenberg et al. / Geochimica et Cosmochimica Acta 71 (2007) 5089–5101
ties, such as the coordination number of the transiting
species, are not excluded by the above discussion.

3.2. Density profiles

The position of the frontier defining the two states, can
be estimated through the study of the density profiles of
each species. All density profiles clearly reveal, as expected,
three distinct regions: the interlayer (approximately for
ŒxŒ < 16 Å), the micropore (ŒxŒ > 23 Å) and the (narrow)
interface. The oxygen water density qOW(x) = ��qOW(x,y,z)dy

dz is reported in Fig. 6. It confirms that the particle and pore
sizes are large enough to reach the ‘‘bulk’’ behaviour, both for
the interlayer and the micropore, at least from the static point
of view. In the interlayer, small oscillations in density are due
to the location of the substitutions in the aluminosilicate sheet.
This will become even more obvious in the case of cations;
since most of the water molecules in the interlayer belong to
the first or second coordination shells of the counterions, it
is not surprising to also observe these density oscillations.

In the micropore, there is a strong layering at the parti-
cle surface, as indicated by the alternate oxygen and hydro-
gen distributions. Approximately two water layers are
visible. This is due to the formation of H-bonds between
water and the SiOH, AlOH and AlOH2 edge groups. Such
a layering has already been observed by molecular simula-
tion of water at the (001) surface of other minerals such as
brucite, gibbsite, hydrotalcite, muscovite and talc (Wang
et al., 2006). Water structuring via H-bonding was also ob-
served in water films confined between pyrophyllite edges
(Churakov, 2007), but the range of the layering effect could
not be evaluated due to the very thin water film studied,
which however allowed to describe the proton exchanges
between water and surface sites (not included in our classi-
cal description).

The ionic profiles are shown in Fig. 7. The error bars
represent 95% confidence interval as obtained by the block
averaging method (Allen and Tildesley, 2002). In the inter-
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Fig. 6. Density profiles of water oxygens (solid line) and hydrogens
(dotted line) across the simulation box. The hydrogen density was
divided by a factor of two. The densities are almost constant in the
interlayer and in the micropore. Close to the particle surface, there
is a strong layering of the solvent (approximately for
16 Å 6 ŒxŒ 6 23 Å).
layer, the Na+ and Cs+ densities are modulated by the loca-
tion of the substitutions in the mineral (also indicated in
Fig. 7), whereas no anions are found. This latter point is
an indication that thermal fluctuations do not allow anions
to overcome the free energy barrier corresponding to their
entrance into the interlayer (DF#

2!1 � kBT for an anion
in Fig. 2). In the micropore, both anion and cation densities
reach a constant value near the center of the pore (edge of
the simulation box), confirming that the box is sufficiently
large, for this ionic strength, to reach the bulk behaviour.
The Na+ density displays a small maximum close to the sur-
face (x � ± 18 Å), which can be traced back to the substitu-
tions near the edges (which are overall neutral), at
approximately 5.3 Å from the density maximum. The anion
density also displays a maximum for (x � ± 20 Å), most
probably correlated to the cation density maximum. It will
be of interest to see whether this still holds at lower ionic
strength, or when the edges are deprotonated.

3.3. Potential of mean force

We already mentioned that the density can provide an
estimate of the PMF, since Eq. (4) gives:

FðxÞ ¼ �kBT ln qðxÞ þF00
0 : ð5Þ

The use of Eq. (5) is however limited to regions of the
phase-space that are correctly sampled with equilibrium
simulations, i.e., that are accessible to the system via ther-
mal fluctuations. This excludes regions of high free energy.
Several routes exist to evaluate the PMF in such regions,
most of them being related to (1) forcing the particle in
the region of high PMF using a bias, e.g., with umbrella
sampling (Frenkel and Smit, 2002), (2) unbiasing the sam-
pled quantity to reconstruct the PMF. We have used two
such methods, namely the weighted histogram analysis
method (WHAM) introduced by Kumar et al. (1995) and
umbrella integration (UI), introduced by Kästner (Kästner
and Thiel, 2005).

Both WHAM and UI are based on biased simulations
where a tethering potential V i

biasðxÞ ¼ 0:5kbiasðx� xi
0Þ

2 is ap-
plied on a test particle, whose position x is sampled (um-
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brella sampling). This potential constrains the particle to re-
main around a position xi

0. The tethering positions fxi
0g de-

fine a set of windows, and histograms for the (biased)
probability P i

bðxÞ to be at a given value of x are constructed
for each window. WHAM and UI then use differently the
same set fP i

bðxÞg to reconstruct the unbiased PMF. In each
window, the biased probability is given by

P i
bðxÞ / e� FðxÞþV i

bias
ðxÞ½ �=kBT ð6Þ

and to recover the correct PMF it must be multiplied by a
factor expðþV i

biasðxÞ=kBT Þ. Finally, the PMF F must be
reconstructed to ensure consistency between all windows.
This is achieved iteratively in the WHAM method by taking
advantage of the overlap between histograms correspond-
ing to neighbouring windows (Kumar et al., 1995; Roux,
1995). In the UI method, the thermodynamic force
(�rF) is estimated independently in each window, and
the PMF is then obtained by numerical integration (Käst-
ner and Thiel, 2005).

For umbrella sampling, we used 70–85 values (depend-
ing on the ion) inhomogeneously distributed between
x0 = 3.0 Å and x0 = 30.0 Å, more densely in the 14–25 Å
region to increase the accuracy where PMF variations are
larger. The strength of the bias was kbias = 20
kJ mol�1 Å�2. This value is a compromise ensuring at the
same time a strong restrain around the tethering positions
xi

0, and an overlap between the biased trajectories corre-
sponding to xi

0 and xiþ1
0 . For each simulation, 50 ps of equil-

ibration were followed by 300 ps of sampling. The
computational cost of umbrella sampling is very high, since
a relatively long simulation must be undertaken for each
window around xi

0, in order to correctly sample the biased
probability P i

bðxÞ. Nevertheless such an elaborate and
expensive approach is unavoidable, as will be demonstrated
below.

The uncertainty on the PMF as obtained by Eq. (5) can
be estimated as r[q(x)]/q(x), where r is the width of the 95%
confidence interval for q(x) (see Section 3.2). It is negligible
in the case of water, but not for the ions. The error on the
umbrella integration results can be evaluated using the
method of Kästner and Thiel (2006). However the results
are very small (�0.2 kJ/mol, that is 0.1 kBT) compared to
the variations of F (see below). We did not estimate the
uncertainty associated with the WHAM result. The com-
parison between the WHAM and UI results gives an indi-
cation on the overall accuracy of the biased schemes
estimates.
3.4. Results

The PMF obtained with Eq. (5) is reported in Fig. 8 for
water, Na+, Cs+ and Cl�, for interlayer/micropore ex-
change on the right side of the clay particle (x > 0). For
the ions, results of WHAM and UI are also shown. Since
the PMF are determined up to an arbitrary constant—see
Eq. (5)—we have chosen to set the PMF for each species
to zero in the micropore. The large number of water mole-
cules in the simulation box allows to obtain the density with
sufficient statistical accuracy, therefore we did not under-
take the more time-consuming umbrella sampling in that
case. The absence of barrier for the interlayer/micropore
exchange, and the very low activation energy
DF#

2!1 < kBT indicates that thermal fluctuations allow to
correctly sample the whole phase-space.

The agreement between the estimate of Eq. (5) with both
WHAM and UI is relatively good for Na+ and Cs+, be-
cause the free energy difference is only a few kBT: thermal
fluctuations allow to overcome the barrier. This is why cat-
ion exchange events occur during the equilibrium simula-
tion, so that the cation density is also relatively well
sampled. The discrepancy observed for Cs+ between the re-
sults of WHAM and UI on the one hand and Eq. (5) on the
other hand can be traced back to the statistical inaccuracy
on qCs(x), since the simulation box contains only 6 Cs+

ions. Furthermore, the result obtained by sampling the den-
sity only during the last 5 ns of the production run is closer
to the WHAM and UI results (see Fig. 8c). This is an indi-
cation that the system might not be completely equilibrated
with respect to Cs+ density (before equilibration all Cs+

ions were in the micropore). The requirement to use biased
techniques to evaluate the PMF is even more obvious in the
Cl� case: the result of Eq. (5) diverges around x = 13 Å,
since no anion was found at a lower abscissa during the
unbiased simulation.

For water and anions, the PMF is higher in the inter-
layer than in the micropore. The opposite is observed for
cations. The free energy difference is about the thermal en-
ergy for water, and 2–3 kBT for cations, so that the barrier
crossing occurs easily under thermal fluctuations. The free
energy difference is however much larger for anions (8–10
kBT), meaning that anions are excluded from the interlayer:
the probability for an anion reaching the interface to enter
into the interlayer is very small (of the order of e�9 � 10�4).
In addition, an anion that eventually crosses the interface
has a high probability to cross it again and return into
the micropore. Interestingly, up to the precision of our esti-
mates (<1 kBT, see below), the interlayer to micropore tran-
sition is not activated for water and anions (DF#

1!2 � 0 in
Fig. 2). This result indicates that the transition probability
for a diffusive particle reaching the interface from the inter-
layer is close to unity. The same holds for the transition
from micropore to interlayer for cations (DF#

2!1 � 0). We
plan to investigate the effect of the deprotonation of the
edge sites on these activation energies. Our results demon-
strate the absence of activation barrier for the entrance of
cations into the interlayer. This shows that the entropic
penalty (excluded volume effect, as observed on the water
potential of mean force) is more than compensated by the
electrostatic energy gain.

An upper bound on the uncertainty on DF#
1!2 can be esti-

mated by the range of variations of F itself in each region
(interlayer and micropore), which are larger than the uncer-
tainties on each value of FðxÞ, or the differences between
the results of the various methods (Eq. (5), WHAM or UI).
The final results are thus DF#

1!2ðNaÞ ¼ 2:0� 1:0kBT
and DF#

1!2ðCsÞ ¼ 2:5� 1:0kBT . This upper limit is not neg-
ligible compared to the free energy differences. However
this is partly due to the small value of the latter for
these particular processes. For the anions, we have
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DF#
2!1ðClÞ ¼ 9:0� 1:0kBT , so that the relative error is

smaller.

3.5. Discussion

The study of the PMF allows to evaluate the free energy
barriers DF#

1!2 associated with the release of interlayer cat-
ions into the micropore of a porous clay sample. However
only the free energy difference DF1!2 can be compared
with experimental thermodynamic quantities. The free en-
ergy of ionic exchange (1) can be deduced from selectivity
measurements on dispersed clays: its value is DrF

� � � 4 ±
2kBT (for a review and a discussion see, Teppen and Miller,
2006). In this section we relate the PMF differences to DrF

�,
before discussing the influence of the ionic strength on the
activation barriers DF#

1!2.
From the definition (5), the PMF difference is:

DF1!2ðiÞ ¼ �kBT ln
qextðiÞ
qintðiÞ

¼ �kBT ln
CextðiÞ
CintðiÞ

ð7Þ

While the first equality refers to numbers of tracers per unit
of the reaction coordinate q(x), that is a linear density, the
second involves the species concentration Cext(i) in the
micropore and Cint(i) its volume concentration in the clay,
and follows from Cext/Cint = qext/qint.
Choosing the infinite dilution as reference state for the
solution phase, and the bihydrated homoionic clay with
counterions i only (i being Cs+ or Na+) for the clay phase,
one can write the chemical potential in both phases as:

lextðiÞ ¼ l�extðiÞ þ kBT ln CextðiÞ ð8aÞ
lintðiÞ ¼ l�intðiÞ þ kBT ln aintðiÞ ð8bÞ

with l�(i) the corresponding standard chemical potentials,
and aintðiÞ ¼ CintðiÞ=Ctot

int the ionic fraction of i in the inter-
layer. The total charge density of counterions Ctot

int is fixed
by the charge density of the mineral. The ideality assump-
tion in Eq. (8a) is valid at low salt concentration in the
micropore, while Eq. (8b) assumes ideality of the heteroion-
ic clay (with both Cs+ and Na+ in the interlayer), i.e., that
each ion in the interlayer behaves as in the corresponding
bihydrated homoionic clay. This is a reasonable approxi-
mation for Cs+ as was shown by molecular simulation
(Marry and Turq, 2003). Note that the reference state for
Cs+ is not experimentally stable.

At equilibrium, the free energy variation upon exchange
of a tracer in the micropore with an interlayer Na+ ion must
vanish, so that:

lintðNaÞ þ lextðCsÞ ¼ lintðCsÞ þ lextðNaÞ ð9Þ

From the definition (7) of DF1!2ðiÞ and Eq. (8) we arrive at:
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DF1!2ðNaÞ � DF1!2ðCsÞ ¼ ½l�extðCsÞ þ l�intðNaÞ�
� ½l�intðCsÞ þ l�extðNaÞ�

¼ DrF � ð10Þ

According to the simulation results, the overall ionic ex-
change between a bihydrated Na-clay and a bihydated
Cs-clay has an overall exchange free energy DrF

� � 0
(�0.5 ± 2.0kBT). A possible source of discrepancy with
the experimental value could lie in the ideality assumption
made in the present analysis, but the main difference might
be found in the clay water content. The exchange of ions in
the bihydrated state is representative of a porous clay mate-
rial, which is the relevant one for example in the context of
waste confinement by clay barriers, but not necessarily of a
clay dispersed in water, which corresponds to the experi-
mental determination of selectivity. A detailed comparison
of the exchange free energy with the experimental results
would involve the difference of swelling free energies of
bihydrated Na and Cs-clays (the latter being not stable).
However this is not the purpose of the present paper, which
focusses on the interface crossing kinetics.

We now turn to the influence of the salt concentration in
the micropore on the kinetics of interlayer cations release.
When considering the exchange of a Cs+ tracer with a
Na-clay, one can approximate Cint (Na) by Ctot

int , and Cext

(Na) by the ionic strength Ctot
ext in the micropore. Then

Eq. (7) results in:

DF1!2ðNaÞ 	 �kBT ln
Ctot

ext

Ctot
int

ð11Þ

The PMF profiles have demonstrated that DF#
2!1 � 0

for the transfer of cations from the micropore into the inter-
layer, so that the activation barrier DF#

1!2 is equal to
DF1!2. For a neutral edge, the interactions of the ions with
the interface should not depend on the external ionic con-
centration (this would not be true for a charged edge), so
that the absence of barrier DF#

2!1 is most probably pre-
served at other ionic strength. Therefore we can expect
the transition from the interlayer to the micropore to be less
activated as the ionic strength increases, and from Eqs. (10)
and (11) the barrier should vary as:

DF#
1!2ðCsÞ 	 �DrF � � kBT ln

Ctot
ext

Ctot
int

ð12Þ

The probability for an interlayer cation reaching the parti-
cle edge to be released into the micropore should thus in-
crease with increasing ionic strength. Under real
conditions the external cation concentration Ctot

ext is always
lower than Ctot

int so that (12) indeed corresponds to an acti-
vation barrier.

We have shown that microscopic simulations allow to
evaluate the PMF for the interlayer/micropore exchange
which controls the transition probabilities for water mole-
cules and ions reaching the particle/pore interface. All the
results are in agreement with the common sense on ionic ex-
change and anion exclusion. Additional studies are however
necessary to provide informations on the origin of the
PMF, and the relative contribution of, e.g., electrostatic
and steric effects. We now turn to the other aspect of the ex-
change dynamics, namely the evaluation of diffusion
coefficients.

4. DIFFUSION COEFFICIENTS

4.1. Method

To complete the justification of the simple model de-
picted in Fig. 1 (2D-diffusion Din in the interlayer, 3D-dif-
fusion Dext in the micropore), one needs to evaluate the
components of the diffusion tensor D ¼ DiagðDxx;Dyy ;
DzzÞ. Each component is in fact a function of the position
x, so that a special trajectory analysis is necessary. We have
used the method thoroughly described in Liu et al. (2004),
for which fictitious layer boundaries are introduced. We re-
call here only the main aspects of this method. The simula-
tion box is divided in windows (around a position xi), and
Dyy (resp. Dzz) is determined from the mean-square dis-
placement hDy2

i ðtÞi along y (resp. z) of particles remaining
in a given window and the survival probability in the win-
dow PiðtÞ:

DyyðxiÞ ¼ lim
t!1

hDy2
i ðtÞi

2tPiðtÞ
ð13Þ

The Dxx component can be obtained from the autocorrela-
tion of the functions:

Wi
nðtÞ ¼ sin np

xðtÞ � xi
min

xi
max � xi

min

� �
ð14Þ

where xi
min and xi

max define the sampling window i of width
L ¼ xi

max � xi
min (we used L = 4 Å for all windows), and n is

an integer. When the PMF is constant, one can show that
the autocorrelation hWi

nðtÞWi
nð0Þi decays as exp(�(np/

L)2Dxxt), so that Dxx is obtained by:

DxxðxiÞ ¼ �
L

np

� �2

lim
t!0

lnhWi
nðtÞWi

nð0Þi
t

ð15Þ

We restricted our study of the diffusion coefficient to re-
gions where the PMF is constant (interlayer and micropore,
not the interface) because when it is not the diffusion coef-
ficient must be determined from the autocorrelation of a
function involving the PMF, and the latter must therefore
be known with great accuracy. Furthermore, the PMF var-
ies in our case very sharply, over a distance of the order of
the window width necessary to perform the sampling, and
this reinforces the first difficulty. Comparison of the results
obtained for Dxx with different eigenfunctions Wn

(n = 1,2,3) confirms that the motion is indeed diffusive in
the studied regions. Since the larger n, the faster ÆWn(t)
Wn(0)æ decays (and the faster the values become noisy),
the best estimates for Dxx are obtained with n = 1, which
are the ones reported below.

4.2. Results

The components of the water diffusion tensor are shown
in Fig. 9 as a function of position x in the interlayer and in
the micropore, where the potential of mean force FðxÞ is
constant, but not in the transition region. In the interlayer,
the diffusion is two-dimensional (Dzz � 0, not shown) and
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almost isotropic in the xy-plane (Dxx � Dyy). Furthermore,
the value of Dxx and Dyy only slightly depend on position,
and is close to 0.9 ± 0.1 10�9 m2 s�1. These observations
are in agreement with MD simulations of ‘‘bulk’’ interlay-
ers (Marry and Turq, 2003; Malikova et al., 2004a) and
experimental determination by quasielastic neutron scatter-
ing (QENS) (Malikova et al., 2005, 2006). This confirms
that although short with respect to real clay particles, the
one used in our simulation is large enough to account for
the ‘‘bulk’’ clay behaviour.

In the micropore, diffusion along the clay particle
(Dyy � Dzz) is similar to bulk water diffusion: the value
2.5 ± 0.2 10�9 m2 s�1 is in agreement both with experimen-
tal results (2.3 ± 0.110�9 m2 s�1) (Krynicki et al., 1978) and
MD simulations of bulk SPC/E water (DSPC/E =
2.4 ± 0.1 10�9 m2 s�1) (van der Spoel et al., 1998; Guillot,
2002). Interestingly, the component normal to the particle
surface is smaller than the two others: Dxx � 1.5 ± 0.1
10 �9 m2 s�1. The influence of the surface on diffusion thus
appears to be longer-ranged than that on density (which
has already reached its bulk value). A larger simulation
box should allow to observe the transition from the ob-
served Dxx values close to the surface (a few nm) to the bulk
value DSPC/E at larger distances. Work is in progress to ad-
dress this point.

For Na+, Dxx � Dyy is almost constant in the interlayer,
with DNa

in � 0:6 � 0:210�9 m2 s�1 in agreement with previ-
ous simulations of Na-montmorillonite in the dihydrated
state (Marry and Turq, 2003). In the micropore,
Dxx � Dyy � Dzz with DNa

ext � 1:2 � 0:210�9 m2 s�1, in
agreement with the experimental determination (Mills and
Lobo, 1989) and with simulation results (Koneshan et al.,
1998) in a bulk electrolyte solution. There is apparently
no anisotropy for Na+ diffusion in the micropore, in con-
trast with water. For Cs+ and Cl�, the number of ions in
the simulation box is too small to provide a fair estimate
of the diffusion coefficients.
-30 -20 -10 0 10 20 30

x (Å)

0

1

2

3

4

5

D
H

2O
  (

 1
0-9

  m
2 s-1

 )  D
xx

 D
yy

 D
zz

V / k
B
 T = -ln ρ + Cst

Fig. 9. Components of the water diffusion tensor as a function of
position, in the interlayer and in the micropore. In the interlayer,
Dxx � Dyy (and Dzz � 0), whereas in the micropore
Dxx „ Dyy � Dzz. The diffusion coefficient along the particle surface
(Dyy � Dzz) is larger than perpendicular to the surface. The water
potential of mean force is also reported as a dotted line.
5. CONCLUSION

We have used molecular dynamics simulations to inves-
tigate the exchange of water and ions between interlayer
and micropores in clays. A force field was first developed
to describe the clay particle edges, based on DFT calcula-
tions. Classical MD simulations were then performed to
evaluate the free energy profile and the diffusion coefficients
along a selected reaction coordinate. The results confirm
the generally admitted ideas of ionic exchange and anion
exclusion, and allow for a more quantitative description
of these processes. Improvements in the force field determi-
nation are desirable: use of bigger cells, relaxation of the
edge atoms (in the presence of water), allowance for OH
bonds rotation. The same strategy (charge-fitting from
ab-initio simulation) could also be adopted with edges other
than the (010) studied here, which is not the only stable
one, or with deprotonated edge sites, to indirectly study
the influence of pH on the exchange.

From a practical point of view, the main conclusion of
the present work is that simple models for water and cation
transport such as the one illustrated in Fig. 1 are relevant,
provided that the appropriate diffusion tensor and transi-
tion probabilities at the particle/pore interface are used.
The latter can be obtained using molecular simulations
and the approach developed in this paper. The fact that
the exchange of water between interlayer and micropore
is not activated justifies the assumption underlying the aver-
aging procedure introduced by Bourg et al. (2006), which
has proved to be very efficient in interpreting macroscopic
tracer diffusion data in compacted, water-saturated
bentonite.

A final caveat must be expressed on the choice of the
sole position as the reaction coordinate to describe the ex-
change. We already mentioned in Section 3.1 that a subtle
quantity such as the coordination number of the transiting
molecule or ion cannot be ruled out. Therefore one must
keep in mind that the quantitative results given in this paper
provide a lower bound on the free energy barriers. Further
studies are necessary to describe the microscopic mecha-
nisms accompanying the transition in more detail, and
we are planning to investigate the effect of the change in
coordination number upon entering into or leaving the
interlayer. Experimental techniques such as neutron scatter-
ing allow to probe the clay–water interface on the atomistic
scale. However the investigation of the lateral surfaces of
clay particles (edges) is difficult since the latter represent
only a small fraction of the total clay–water interface,
which includes the interlayer spaces and the basal surfaces
of clay particles. Therefore molecular simulation is a valu-
able tool to study the processes occurring on the lateral sur-
faces (Churakov, 2007).

It will be of particular interest to investigate the influ-
ence of several factors on the interlayer/micropore transi-
tion: ionic strength in the micropore, protonation state of
the edge (which is controlled by the pH), interlayer water
content, or presence of multivalent cations (Ca2+). It has in-
deed been argued that such cations might favor the en-
trance of ionic pairs (CaCl+) (Ferrage et al., 2005b).
Work in these directions is under progress.
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Malikova N., Marry V., Dufrêche J.-F., Simon C., Turq P. and
Giffaut E. (2004a) Temperature effect in a montmorillonite clay
at low hydration—microscopic simulation. Mol. Phys. 102(18),

1965–1977.
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